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Abstract. Computers are becoming indispensable for 

manipulating most everyday consumer products, 
ranging from communications and domestic electronics 
to industrial processes monitoring and control. High 
performance computer design is not only subject to the 
technology used for its implementation, it is also a matter 
of efficient training. The skills that must prevail in a good 
computer designer come from the type of courses taken 
and the tools employed during them. This work shows 
the design of an 8-bit RISC soft-core processor 
dedicated to a complete understanding of computer 
architecture. We consider this Processor an effective 
hands-on training solution for the comprehension of a 
computer from its lowest level up to testing. 

Keywords. Computer architecture, digital design, digital 

logic, microprocessor, programmable logic devices, 
training system. 

1 Introduction 

Nowadays, computers perform required 
calculations for almost all electronic devices in the 
market. Computer hardware is build based upon 
binary operations to satisfy a set of mathematical, 
data transfer, and control instructions. The basic 
instructions realized directly by hardware are 
known as the processor instruction set. It is used 
for the creation of structured software programs for 
data manipulation in problem solving. 

Computer types differ in the amount of 
information they can process. As information is 
grouped into 8-bit data packages, there are 8, 16, 
32, and 64-bit computers. Today’s devices such as 
desktops, laptops, notebooks, or tablets are 32 and 
64-bit computers. For specific tasks in 
communication, automotive, and industrial 
appliances, 16-bit computers are commonly used. 
However, 8-bit computers are the number one 
sales processors in the world as they are used as 
controllers for simple computational tasks. 
According to the divide and conquer principle, a 
common personal computer is divided into smaller 
ones (commonly 8-bit) which share information 
with the main computer (32 or 64-bit). An 8-bit 
processor commonly manipulates the drivers for 
almost every component card inside a computer. It 
is noteworthy to mention that 8-bit type processors 
are widely used in home appliances and industrial 
specific systems. 

In order to train engineering students in the 
computer architecture field, it becomes necessary 
to have the correct tools. In this sense, there have 
been different approaches in which students use 
hardware or software tools with the purpose of 
understanding the processor architecture. 

Our purpose is to provide students with a 
flexible but consistent tool for understanding 
computer architecture from its basics. This work 
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presents the design of an 8-bit data width 
processor with the Harvard architecture and the 
Reduced Instruction Set (RISC) for educational 
purposes. It includes a basic instruction set and all 
the functional blocks such as program and data 
memories, general-purpose registers, and a simple 
Arithmetical Logical Unit (ALU) for basic 
operations. Its operating mode is multi-cycle 
execution due to its easy visualization and 
effectiveness. The processor implementation is in 
a Xilinx Spartan-3E FPGA.  

The organization of the paper is as follows: 
Section 2 explains current methodologies used in 
computer architecture courses. Section 3 
introduces some general and basic concepts 
concerning computer architecture. Section 4 
presents the processor development, describing 
the operation of each functional unit. Finally, 
Section 5 presents the results from tests and 
compilations, along with a comparative discussion. 

2 Computer Architecture Education 

It is noteworthy that the educational processors 
theme has been widely explored since Edmund 
Berkeley and Robert Jensen made the first 2-bit 
desktop computer implementation using relays in 
1950 [1]. Since then, there have been five different 
approaches used to explain computer architecture: 

1. Paper. This was the first approach to teach 
computer architecture because of the limited 
computer availability. It was based on the use 
of pencil and paper to understand the 
instruction execution flow by means of 
drawings. Finally, with high limitations, students 
were able to understand the general functioning 
of a computer. 

2. Simple Hardware. This type of computer is 
constructed using available technology. There 
are relay and TTL versions that can show the 
physical interaction among the computer 
modules. Its main disadvantage is the time 
invested in the wiring process. 

3. Simulator. This is a software-based simulator 
that allows the execution of a code to see how 
each functional unit works in a computer. The 
disadvantage is that it does not allow interaction 
with physical devices. 

4. Hardware Description Languages HDL. Each 
functional unit is programmed using an HDL 
(Verilog or VHDL) which is compiled to create a 
logical array for the processor description. Next 
step is to download it into a device. This 
approach is fast to carry out and implement. 

5. Logic blocks. This approach is also intended 
for programmable logic devices based in the 
use of basic logical gates. The construction of 
each functional unit is by means of the union of 
pre-constructed blocks. This approach allows 
students to fully understand a processor from 
its basics along with its integration and the 
synchronization of the functional blocks. 

In the paper category, Stuart Madnick designed 
the “Little Man Computer LMC” in 1965 [2] to teach 
students. Nowadays, there is a modern version of 
his 3-digit Von Neumann computer which has all 
the basic computer features and it can be 
programmed either in machine code or in 
assembly code. These new versions include a 
graphical user interface and a compiler. Another 
paper approach is the “CARDIAC” computer 
developed by David Hagelbarger and Saul 
Fingerman from Bell Laboratories in 1968 [3], it is 
a processor made of cardboard which nowadays is 
implemented in a simulator software. Finally, the 
“Paper Processor” developed by Saito Yutaka in 
2010 [4] is another tool to understand processor 
behavior. 

In the hardware approach there are many 
proposals starting with [1] which is a 2-bit relay 
based computer. In this approach it is common to 
use MSI digital components such as TTL’s to 
construct a computer as in the 16-bit Glen G. 
Langdon “SC-16” processor in 1982 [5], the 32-bit 
Hennessy-Patterson “DLX” processor in 1990 [6] 
which was based on the MIPS and is still used with 
TTL’s by ElAarag in [7]. The 16-bit Bradford 
Rodriguez “PISC” Processor in 1994 [8] and the 
32-bit MIT “Beta” processor in 1997 [9] are based 
on the DEC computer. The hardware approach for 
computer architecture courses is a very good 
exercise to synchronize data transfer between 
functional blocks, although using wires to build 
those complex connections is extremely time-
consuming. 

There are several simulation tools for the 
computer architecture teaching approach [10-16]. 
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Most of these are graphical environments in which 
the student can see all the functional modules of a 
processor and data transfer among them. It also 
allows the interaction to make variations in the 
testing code, registers, or memories. These 
characteristics are advantageous given that there 
is no need to have physical processors. At the 
same time it is its weakness, since there is no 
interaction with physical devices.  

For the case of the HDL language approach 
implementations, there are also many types of 
didactical processors in 8, 16, and 32-bit versions 
[17, 23]. This option allows the physical 
construction of a simple computer by using FPGA 
devices programmed by HDL language. The 
advantage is that the time required to develop a 
processor is short, but the main disadvantage is 
the lack of understanding of the physical data flow 
induced by programming. 

In the logic blocks approach, the option is to 
build a simple computer by using schematic mode. 
A graphical user interface allows gate level design 
by placing components in a spreadsheet. It is easy 
to use, and data flow between the components is 
straightforward. It is even more comprehensive if 
we can create all of the functional blocks out of 
logical gates. Numerous authors prefer this 
approach for their courses, presenting their 
different processor versions [24, 30]. This is the 
best option since it allows the creation of each 
functional block and testing it for further integration.  

3 Computer Architecture Primer 

In order to introduce some basic concepts used in 
the computer architecture field, this section 
explains the computer classification and the 
instruction execution. 

3.1 Computer Classification 

The different types of computers are classified 
according to the amount of information they 
process, the type of operations they execute, or 
their architecture. 

The information is grouped into 8-bit data 
packages called bytes. A pair of bytes is called a 
word (16-bit); a pair of words is called a double 
word (32-bit); and four words are called a quad 

word (64-bit). This is how computers are classified 
according to the amount of information they can 
process (i.e. 8, 16, 32, 64-bit). 

All computers perform data transfer instructions 
in order to interchange data among the different 
memories and peripherals. There are integer 
arithmetic processors, floating point processors, 
digital signal processors, and application specific 
processors. Integer arithmetic processors are best 
suited for general-purpose applications. Thus, it is 
possible to find byte, word, dword, and qword sized 
general-purpose processors.  

According to the architecture of the functional 
elements, there are two architectures: the Von 
Neumann architecture and the Harvard 
architecture. The main difference is in the memory 
elements, given that the Von Neumann 
architecture shares the program and data memory 
in a single bus connection. The Harvard 
architecture has two separate memories for 
program and data, each with an independent bus 
connection. There are also architectural 
techniques applied to any case in order to increase 
the performance such as pipelining and 
parallelism.  

According to the technology used for the 
construction of a processor, it can be fully 
personalized at the factory as an Application 
Specific Integrated Circuit (ASIC). It can also be 
implemented as a general purpose Programmable 
Logic Device (PLD), or it can be built as a soft core 
library for use among Field Programmable Gate 
Arrays (FPGA).  

FPGA technology uses sophisticated 
simulation and design verification tools which 
enable engineers to reach new levels of complexity 
and robustness, while greatly reducing the time 
between development and utilization. It also allows 
integration of multiple elements into a single chip, 
with the capacity to add or remove modules 
according to future requirements. 

Beside the previous classifications, there are 
others based on the type of instructions computers 
execute and the number of instructions they are 
able to execute. Based on the instruction types, 
computers are classified into three kinds: the 
Reduced Instruction Set Computer (RISC), the 
Complex Instruction Set Computer (CISC), and the 
Specific instruction Set Computer (SISC). General-
purpose processors are in the RISC or CISC 
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category, while the special purpose processors are 
in the SISC category. 

Depending on the number of instructions 
computers can execute, they are Single 
Instruction-Single Data (SISD), Single Instruction-
Multiple Data (SIMD), Multiple Instruction-Single 
Data (MISD), and Multiple Instruction-Multiple Data 
(MIMD). SISD and SIMD are the classifications for 
the most common processors as they perform one 
instruction at a time. For the case of big processors 
like those in servers or scientific computing, the 
use of MISD or MIMD is preferred. 

3.2 Instruction Execution 

The processor, following a predefined sequence 
which corresponds to the task to solve, must 
execute a source code program. Each instruction 
delivers the result needed by the next instructions. 
The execution order of the instructions in the 
program memory must be sequential, and each 
instruction must finalize prior to loading the next 
instruction. 

To complete an instruction it is necessary to 
divide the processing time into basic tasks 
applicable to every instruction. The first task to do 
with an instruction is to retrieve it from the program 
memory and to load it into the instruction registers. 
This task is called FETCH. The second task is to 
decompose the instruction into sub-instructions 
useful for each of the following functional units. 
This stage is called DECODE. 

Once the instruction is decoded, the processor 
functional units know what to do with the resultant 
data. This is the EXECUTE stage, in which the 
processor obtains a result from the instruction. The 
final task for an instruction is to save the data 
generated in the previous stage. This task is called 
WRITEBACK. Note that not all the instructions 
require writing back their result, as they do not give 
any result. In this case, the instructions that do not 
require storing a result end at the previous stage. 

Modern processors use much more than these 
basic stages as they decompose them into more 
sub-stages. 

4 Definition of the Didactic RISC Soft 
Processor 

As the purpose of this processor design is to 
serve as a tool for computer architecture 
understanding, it is desirable to develop a fully 
functional processor that can be used in any type 
of general-purpose problem. It must also achieve a 
fast enough performance to be used in real tasks. 
Considering the previous requirements, the 
resulting processor must have the 
following characteristics: 

1. Based on the Harvard architecture,  

2. RISC instruction set with 29 instructions, 

3. Single Instruction – Single Data (SISD) 
execution order,  

4. Eight 8-bit general-purpose registers, 

5. 256 allocations of 16-bit wide ROM 
program memory, 

6. 256 allocations of 8-bit wide RAM data memory, 

7. ALU with two basic arithmetic and six 
logical operations. 

To accomplish the goal of obtaining a functional 
processor, the first activity is to define the memory 
structure and the instruction set for the processor. 
The second activity is to define the different 
instruction formats, along with the addressing 
modes. Once the processor structure is defined, 
the third task is to design and construct all the 
functional blocks that comprise the processor. 

4.1 Memory Organization 

The processor is based on the Harvard 
architecture; it uses separate memories for 
program and data. In addition, it is necessary to 
have other useful memories for processing such as 
general-purpose registers and a stack. This 
section discusses the memories in the processor. 

a. Program Memory 

The program memory is a ROM type memory 
segment used to store the sequences of 
instructions in machine language. In other words, 
it is used to store the program.  

It is organized as a linear sequence of 256 deep 
x 16-bit wide memory locations. It uses an 8-bit 
address bus to address all the locations. The 8-bit 
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Program Counter (PC) indicates the address of the 
next instruction to execute. Each address of the 
program memory is a sequence from location 0x00 
to 0xFF. 

This is a non-volatile memory, which holds the 
program even if the processor powers down. It has 
two operation modes: reading and writing. The 
writing mode is a first step for loading the memory 
content (the program). In the reading mode, the 
address is set at address pins and the content of 
that location is available immediately at the 
data output bus. 

b. Data Memory 

The data memory is a RAM type memory segment 
used to store the data generated by the main 
program. The data stored could be a variable value 
or a constant used by the program to perform 
calculations. It is organized as a set of 256 
allocations, each 8-bit wide. The data memory 
address bus is 8-bit wide allowing the possibility to 
access all locations, from 0x00 to 0xFF. As this 
memory is volatile, when the processor powers 
down, the data is lost. This memory has two 
operation modes: write and read. The write 
operation must follow these steps: 

1. Set the desired address at the address bus, 

2. Set the desired data in the input data bus, 

3. Introduce a clock pulse as the control signal, 

4. The data is stored at the desired location and is 
available at the output bus. 

The read operation is much simpler. It only 
needs to set the desired address at the address 
bus, and the content of the location transfers 
immediately to the corresponding data output bus. 

c. General Purpose Registers 

The general-purpose registers are RAM type 
memories which are made of conventional Flip-
Flops. The main advantage of these registers is the 
closeness to the arithmetic and logic unit with the 
purpose of achieving faster calculations than with 
the content of Data Memory. Almost every 
instruction uses registers as parameters.  

There are two possible operations: read and 
write. In the read mode, two registers are selected 
simultaneously. In the write mode, only the 
destination register can be written. The write 
operation must follow these steps: 

1. Set the desired register address at the 
destination address bus, 

2. Set the desired data in the input data bus, 

3. Introduce a pulse as the control signal, 

4. The new data is stored at the desired register 
and is available at the output.  

The reading operation is much simpler. The 
only condition is to set the desired address for 
source and/or destination registers, and the 
content is transferred to the corresponding outputs. 
In the GPR, each register is made of 8 D-type flip-
flops.  

4.2 Instruction Set 

A processor must have its own specific instruction 
set which comprises the assembly code and the 
machine language binary format. The instruction 
set must satisfy two very important concerns: it 
must be simple and robust. These are 
accomplished by selecting the simplest 
instructions to make the processor capable of 
executing any operation or routine in fewest steps. 

The instructions are classified according to their 
purpose in three groups: 

- Operations: instructions that affect the 
register values, 

- Program Control: instructions that affect the 
execution order,  

- Data Transferring: instructions that affect the 
memory contents. 

For the operations case, two arithmetical ones 
were selected. Addition and subtraction between 
two registers and between one register and an 
immediate data were chosen. More complex 
arithmetical operations are build based upon these 
two operations. In the case of logical operations, 
the selected operations were AND, OR between 
two registers, and NOT, shift right, shift left, and 
SWAP with one register.  

As for the program control instructions, such 
branch instructions as an immediate jump, an 
indirect jump to a location in a register, conditional 
branches for each status flag (Z, C, and H), a jump 
to subroutine, and a return from subroutine were 
chosen. 

For the case of data transferring instructions, 
the load and storage instructions require 
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addressing data at different memory sources. In 
order to show the complete instruction set, it is 
necessary to first define the addressing modes for 
the different memories and their instruction format. 

4.3 Addressing Modes 

In processors, there must be a form to connect the 
core processor to the different memories with the 
purpose of information interchange called 
addressing modes. While more addressing modes 
are incorporated in a processor, the number of 
instructions in a program can be reduced. In our 
proposed processor, since it is didactic, it includes 
six addressing modes for data transfer between 
the GPR, the data, and program memories. It 
supports the following addressing modes: 

- Program Memory Direct. This mode occurs 
when an 8-bit constant data is the new value 
for the PC causing it to change its address 
value. The branch instructions 1-5 from the 
instruction set belong to this type. 

- Immediate. Instructions of this type use a 
constant value to affect the content of a 
register in the GPR. Instructions 6-10 from the 
instruction set are of this type. 

- Data Memory Direct. In this mode, the 
instructions use a constant value as address to 
the data memory for read or write operations. 
Instructions 11-12 from the instruction set are 
of this type. 

- Register Direct, Two Registers. This mode 
uses two registers from GPR and affects the 
content of the destination register by means of 
an arithmetic or logical operation using the 
source register value. Instructions 13-16 from 
the instruction set are of this type. 

- Data Memory Indirect Through Register. In 
this mode, the data memory is addressed by 
the content of a register in the GPR to execute 
read or write operations with a second register. 
Instructions 17-18 from the instruction set are 
of this type. 

- Register Direct, Single Register. This mode 
uses one register from GPR to affect its 
content according to an arithmetic or logical 
operation. Instructions 19-24 from the 
instruction set are of this type. 

4.4 Instruction Format 

The instruction format refers to the physical order 
in which the bits of an instruction are placed 
according to the parameters it uses. Its 
development is restricted to the CPU architecture, 
the number of instructions it involves, and the 
operands handled. 

Each instruction must have a unique identifier 
called the operation code, commonly abbreviated 
as the OPCODE. The bit length for the OPCODE 
depends on the total number of instructions. As our 
processor complete instruction set contains 25 
instructions, we only need 5 bits to represent all of 
them. 

As the operands in an instruction are the most 
important factor, it is necessary to classify the 
instructions according to their format type as 
follows [31]: 

- Type J – instructions used for jumps, 

- Type I – instructions that use a register and an 
immediate data, 

- Type R – instructions that perform operations 
using registers, 

- Type D – instructions that carry out operations 
without parameters. 

The format for an instruction requires 3 bits 
used to specify any of the eight registers in the 
GPR (source Rs or destination Rd); 8 bits used to 
specify a constant or address value k; finally, 5 bits 
are required for the OPCODE. By noting that not 
all the instructions require all the fields and that it 
is desirable to have a standard length for all the 
instructions, their format length was fixed to 16 bits 
according to the following. 

The instructions grouped into Type J use the 5-
bit OPCODE, and an 8-bit constant value (k), 
resulting in 13 useful bits leaving 3 bits unused 
according to Fig. 1. 

The instructions grouped into Type I use the 5-
bit OPCODE, a destination register (Rd) or source 
register (Rs), and an 8-bit constant value (k), 
resulting in 16 useful bits ordered as in Fig. 2.  

The instructions grouped into Type R are 
divided into R2 and R1 instructions indicating 
which instructions use two registers and which use 
one register. R2 instructions require a destination 
register (Rd), a source register (Rs), and the 
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OPCODE for 11 useful bits as in Fig. 3. R1 type 
instructions use a single register (Rd or Rs) and the 
OPCODE for 8 useful bits as in Fig. 4.  

The instructions grouped into Type D require no 
more than the OPCODE for 5 useful bits as in 
Fig. 5. 

Table 1 describes the instruction set for the 
processor, showing for each instruction its 
mnemonic, its description, the suggested syntax, 
the micro-operation it performs, its 16-bit 
instruction format, and the required clock cycles to 
complete the instruction. 

4.5 Functional Units 

Physically, a processor is made of a set of 
hardware blocks called functional units which are 
the basis for binary data processing. Each 
functional unit must satisfy certain logical design 
criteria in order to effectively accomplish its task 
[32]-[35]. Some of these units must be designed 

entirely; some others are common construction 
blocks which can be used from libraries.  

The functional units are described below with 
the exception of the program and data memories 
which were considered previously.  It is noteworthy 
that the control unit uses the control signals of all 
the functional units to manipulate the 
processor functioning. 

It is suggested to analyze theoretically each 
functional unit in one day and in the next class 
realize its design in the lab. 

a. Program Counter (PC) 

The program counter PC is a binary counter 
which produces the address to read an instruction 
from the program memory. It must be capable of 
loading a pre-defined address if the program 
requires it, as in the cases of loops or branches. To 
construct the program counter, a common 8-bit 
binary counter with parallel-load is used. Note that 

 

Fig 1. Type J instruction format 

 

Fig. 2. Type I instruction format 

 

Fig. 3. Type R2 instruction format 

 

Fig. 4. Type R1 instruction format 

 

Fig. 5. Type D instruction format 
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there are control signals used to manipulate 
its behavior.  

Nomenclature 

Rd Destination register 

Rs Source register 

K Constant 

A Address 

P Port Address 

- Not Used 

b. Instruction Register 

The instruction register is divided into two 8-bit 
registers named the Instruction Register (IR) and 
the Instruction Data Register (IDR). The IR stores 
the upper 8 bits of the instruction read from 
program memory. It usually contains the OPCODE 
and a register parameter. The IDR commonly 
contains the 8-bit constant or immediate data used 
by the instruction. Both registers maintain their 
data while an instruction is in execute and write 
back stages, then updates the data when a new 
instruction fetches. Two 8-bit registers made of a 
parallel array of D-type flip-flops are used as IR and 
IDR.  

There is also an 8-bit address register AR that 
is dedicated to store the program counter value 
while the instruction is executed. This register is 
synchronized with both the IR and the IDR, and it 
has the same construction scheme. 

c. Instruction Decoder 

The instruction decoder is in charge of decoding 
the data stored in the instruction registers, i.e., it 
splits the data into its fundamental parts as follows: 
5 bits for the OPCODE, 3 bits for destination 
register (Rd), 3 bits for source register (Rs), and 8 
bits for the constant data (A/K). 

The purpose of splitting the data is to send it to 
the fundamental unit that requires it (like GPR, 
ALU, or Memory). The design strategy for the 
decoder is achieved simply by using a set of 
buffers inside a block to sort the signals to separate 
buses.  

d. General Purpose Registers (GPR) 

General Purpose Registers (GPRs) are sets of 
registers used to store and save operands or 
results during the program execution. Their main 
advantage is that they can share data directly with 

the ALU and the data memory, resulting in high-
speed calculations.  

The control unit allows the ALU and the data 
memory to be able to read or write in those 
registers. A GPR consists of a set of eight 8-bit 
registers, a pair of eight 8-bit input multiplexers, 
and an 8-bit output decoder to control which 
register is read or written. Its operation mode 
defines that it reads two registers at a time (Rd, Rs) 
but only writes one register at a time (Rd) as in 
Fig. 6. 

e. Arithmetic-Logic Unit (ALU) 

The Arithmetic-Logic Unit is the functional unit 
dedicated to execution of arithmetical and logical 
calculations. As this is a didactic processor, it uses 
the simplest operations. Anyway, it is possible to 
construct more complex operations represented in 
terms of these simplest ones.  

Each operation is designed separately and 
becomes a symbol. A multiplexor is used in order 
to have a 3-bit operation selector as illustrated in 
Table 2. 

Additionally, any ALU operation activates status 
flags according to its result. For this purpose, the 
basic flags included are the carry flag (C), the half 
carry flag (H), and the zero flag (Z). The resulting 
schematic diagram for the ALU is presented in 
Fig. 7. 

f. Control Unit 

The control unit synchronizes the operation of all 
the previous functional units. It is a state machine 
which sets the functioning order for each 
instruction according to the OPCODE in order to 
satisfy the instruction execution stages presented 
in Section 2. The control unit design is realized by 
following a state diagram, in which the following 
considerations must be made: 

- There must be a reset state present at start up, 
which must consider the initial conditions for all 
the functional units.  

- The second state should represent the FETCH 
stage, where the instruction is retrieved from 
the program memory and loaded into the IR 
and IDR registers; the program address is also 
loaded into the AR register.  
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Table 1. Instruction set for the IPN-8 didactic soft processor 

 
 16-bit  Instruction Format  

 OPCODE PARAMETERS  

No. Mnemonic Description Syntax 
Micro-

operation 
 

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 CLK 

 J - Type Instructions 

1 JMP Direct Jump JMP k PC ← k   0 0 0 0 0 - - - k k k k k k k k 2 

2 BRC 
Branch if 
carry 

BRC  k 

if (C = 1) then 
    PC ← k 
Else if (C=0) 
then 
    PC←PC+1 

 

0 0 0 0 1 - - - k k k k k k k k 2 

3 BRZ 
Branch if 
zero 

BRZ k 

if (Z = 1) then 
    PC ← k 
Else if (Z=0) 
then 
    PC←PC+1 

 

0 0 0 1 0 - - - k k k k k k k k 2 

4 BRV 
Branch if 
overflow 

BRV  k 

if (V = 1) then 
    PC ← k  
Else if (V=0) 
then 
    PC←PC+1 

 

0 0 0 1 1 - - - k k k k k k k k 2 

5 JSR 
Jump to 
Subroutine 

JSR k 
[SP] ←PC, 
SP←SP-1, 
PC←k 

 
0 0 1 0 0 - - - k k k k k k k k 2 

 I - Type Instructions  

6 ADDI 
Immediate 
addition 

ADDI 
Rd, k 

Rd ← Rd + k 
 

0 1 0 0 0 Rd Rd Rd k k k k k k k k 3 

7 SUBI 
Immediate 
subtraction 

SUBI 
Rd, k 

Rd ← Rd – k 
 

0 1 0 0 1 Rd Rd Rd k k k k k k k k 3 

8 ANDI 
Immediate 
AND 

ANDI 
Rd, k 

Rd ←Rd AND k 
 

0 1 0 1 0 Rd Rd Rd k k k k k k k k 3 

9 ORI 
Immediate 
OR 

ORI 
Rd, k 

Rd ←Rd OR k 
 

0 1 0 1 1 Rd Rd Rd k k k k k k k k 3 

10 LDI 
Load 
immediate 

LDI 
Rd, k 

Rd ← k 
 

0 1 1 0 0 Rd Rd Rd k k k k k k k k 2 

11 LDD 
Load direct 
from data 
memory 

LDD 
Rd,[A] 

Rd ← [A] 
 

0 1 1 0 1 Rd Rd Rd A A A A A A A A 2 

12 STD 
Store direct 
to data 
memory 

STD 
[A],Rs 

[A] ← Rs 
 

0 1 1 1 0 Rs Rs Rs A A A A A A A A 2 

 R2 – Type Instructions 

13 ADD Addition 
ADD 
Rd, Rs 

Rd ← Rd + Rs 
 

1 0 0 0 0 Rd Rd Rd Rs Rs Rs - - - - - 2 

14 SUB Subtraction 
SUB 
Rd, Rs 

Rd ← Rd - Rs 
 

1 0 0 0 1 Rd Rd Rd Rs Rs Rs - - - - - 2 

15 AND Logic AND 
AND 
Rd, Rs 

Rd ← Rd AND 
Rs 

 
1 0 0 1 0 Rd Rd Rd Rs Rs Rs - - - - - 2 

16 OR Logic OR 
OR Rd, 
Rs 

Rd ← Rd OR Rs 
 

1 0 0 1 1 Rd Rd Rd Rs Rs Rs - - - - - 2 

17 LDX 
Indirect load 
from 
memory 

LDX 
Rd,[Rs] 

Rd ← [Rs] 
 

1 0 1 0 0 Rd Rd Rd Rs Rs Rs - - - - - 2 

18 STX 
Indirect 
storage to 
memory 

STX 
[Rd],Rs 

[Rd] ←Rs 
 

1 0 1 0 1 Rd Rd Rd Rs Rs Rs - - - - - 2 

 R1 – Type Instructions 

19 NOT Logic NOT 
NOT 
Rd 

Rd←NOT Rd 
 

1 1 1 0 0 Rd Rd Rd - - - - - - - - 2 

20 SHL 
Shift 
register left 

SHL  
Rd 

Rd(n+1)←Rd(n), 
Rd(0) ← 0 

 
1 1 1 0 1 Rd Rd Rd - - - - - - - - 2 

21 SHR 
Shift 
register 
right 

SHR  
Rd 

Rd(n)←Rd(n+1), 
Rd(7) ← 0 

 
1 1 1 1 0 Rd Rd Rd - - - - - - - - 2 

22 SWAP 
Swap 
nibbles 

SWAP 
Rd 

Rd7←Rd3, 
Rd6←Rd2,  
Rd5←Rd1, 
Rd4←Rd0 

 

1 1 1 1 1 Rd Rd Rd - - - - - - - - 2 

23 PUSH 
Push data 
to stack 

PUSH 
Rs 

[SP] ←Rs, 
SP←SP-1 

 
1 1 0 0 0 Rs Rs Rs - - - - - - - - 2 

24 POP 
Pop data 
from stack 

POP 
Rd 

Rd←[SP], 
SP←SP+1 

 
1 1 0 0 1 Rd Rd Rd - - - - - - - - 3 

 D – Type Instructions 

25 RET 
Return from 
Routine 

RET 
PC←[SP]+1, 
SP←SP+1 

 
0 0 1 0 1 - - - - - - - - - - - 2 
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- The decoding of the instruction goes 
straightforward once the instruction is fetched 

considering that the instruction registers are a 
kind of gate that let the data go through.  

 

Fig. 6. General Purpose Registers schematic diagram 

 

 

Fig. 7. Arithmetic and Logical Unit schematic diagram 
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- The next state corresponds to the EXECUTE 
stage, when the instruction executes its 
fundamental operation.  

- It is noteworthy that some instructions do not 
require a write back stage, such as 
branch instructions. 

- In the final state, the result of the operations is 
stored onto its respective functional unit, and 
the program counter is incremented to address 
the next instruction.  

The design of the control unit is the most 
important challenge in the processor design, as it 
must make everything work correctly. The control 
unit is designed with the use of exhaustive 
behavioral analysis in which the control signals of 
each functional unit involved for each instruction 
must be considered. It is necessary to utilize a truth 
table in which the inputs are the OPCODE, the 
actual state, and the status flags; the 
corresponding outputs are the control signals for 
each functional unit and the next state. 

The design of the control unit is a good practice 
for students to approve the course by making the 
processor work. 

5 Results 

In order to validate the functionality of our 
processor, it was implemented in a Xilinx Spartan3 
XC3S500-4FG320 FPGA. The design was tested 

using the XilinxISE tools version 14.2 in schematic 
mode to allow direct gate level designs. The 
simulations were performed using the included 
XilinxISE Simulator. The main results are 
presented as two separate parts: the testing 
program and the resource consumption. Finally, 
we present a discussion. 

5.1 Testing Program 

For evaluating the performance of the CPU, it was 
necessary to choose a program that uses different 
types of instructions. The program must execute 
simple calculations, manipulate the stack, perform 
conditional and unconditional branches, execute 
subroutines, and access RAM memory. A program 
which calculates the first 10 elements of the 
Fibonacci series and stores them into consecutive 
data memory locations was used. 

The simulation for the Fibonacci program is 
given in Fig. 8. The instruction address is shown at 
the pm_dir signal where the jumps can be viewed 
as discontinuous addresses. The dm_data signal 
corresponds to the data memory content given by 
the address of the md_dir signal. As shown, the 
Fibonacci sequence changes at instruction 5. 

5.2 Resource Consumption 

After file synthesis with the Xilinx XST tool, some 
numerical results were obtained reflecting the 
hardware resource utilization of the processor. As 
the processor was implemented in a Xilinx 

 

Fig. 8. Execution of the Fibonacci series program 
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Spartan3 XC3S500-4FG320 FPGA, the device 
utilization is shown in Table 3. IO’s have the 
highest utilization percentage as they are required 
to interconnect the processor with the external 
pins, but an important consideration is that most of 
the signals were used only for monitoring purpose 
so they can be eliminated. The number of logical 
elements such as slices, flip-flops, and LUT’s is 
minimal due to the combinational nature of the 
processor being capable of executing an 
instruction in a few clock cycles.  

5.3 Discussion 

It has been more than 60 years of computer 
architecture teaching evolution. The technological 
advances have directly affected the way computer 
architecture is taught.  

According to Section 2, the different 
approaches to teach computer architecture were 
classified into five groups: paper, simple hardware, 
simulator, HDL, and logic blocks. These groups 
could be regrouped in two main branches: 
simulators and hardware constructs. 

In the simulator branch, the paper and the 
software simulators can be included. They serve 
only to simulate the processor functioning either 
manually (paper) or automatically (software). This 
branch is not useful for evaluating our proposal. 

In the hardware constructs branch, it includes 
the simple hardware, HDL, and logic blocks 
approaches. Any of these can be compared with 
our proposal since, as mentioned, the 
technological advances affects computer 
implementation.  

Simple hardware is disappearing since it 
requires a great amount of time in constructions 
and a larger amount of money to get the 

components. In the case of the HDL and logic 
blocks, both approaches take advantage of the 
versatility of programmable logic devices. The 
main difference is the use of code versus 
diagramming.  

In this sense, the use of code leads to a shorter 
development time but adds uncertainty to the data 
path. It also depends on how efficiently the code is 
translated by a compiler. 

On the other hand, the use of logical blocks 
serves to enhance the designer interconnection 
ability. It also leads to non-redundant circuits as 
they are designed only with the required gates.  

Given the previous comments, the logic blocks 
approach is the best option since it exploits the 
versatility of programmable devices. Besides, it 
can be seen as an improved solution for the simple 
hardware approach. 

When comparing to other educational 
processors, there are some advantages in our 
proposal. In the case of [25], it employs a Von 
Neumann architecture that has the disadvantage 
of using the same memory for program and data. 
The Harvard architecture in our proposal reduces 
memory access leading to better performance. It 
uses three programmable registers compared to 
the eight fully accessible registers in our proposal.  

In the case of [26], it uses 16-bit data, and our 
proposal uses 8-bit data. Instructions in the former 
use at most three operands including an 
accumulator while our proposal uses at most two 
operands, and any general-purpose register can 
serve as accumulator. The same is true for [28]. 

Comparing our proposal with the processor in 
[27], the main disadvantage of the latter is that it 
uses 16-bit data only. When processing, it is 
necessary to use different data widths, as it is 
possible in our proposal. 

Concerning [29], it does not include a register 
file, making direct access to the data memory. Its 

Table 3. Hardware Resources Consumed 

Logic Utilization Used Available Utilization 

Slices 202 4656 4% 

Slice Flip Flops 109 9312 1% 

4 input LUTs 404 9312 4% 

Bonded IOBs 116 232 50% 

GCLKs 2 24 8% 

Table 2. Arithmetic and logical operations in ALU 

Selection Bits ALU Operation 

0 0 0 Addition 

0 0 1 Subtraction 

0 1 0 And 

0 1 1 Or 

1 0 0 Not 

1 0 1 Shift Left 

1 1 0 Shift Right 

1 1 1 Swap nibbles 
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construction is based on a monocycle architecture 
which is not most suitable for a functional 
processor, while our proposal is multi-cycle, 
resulting in a more efficient processing. 

Finally, when compared to the processor 
presented in [30], our processor includes five new 
instructions, three new addressing modes, and an 
address register. 

6 Conclusions 

Applying our methodology in computer 
architecture courses allows students to understand 
how each part of a modern computer works, how 
the parts interact, and how to synchronize the 
different functional units. It also allows visualizing 
the relation of theoretical concepts with physical 
devices. 

Our processor is fully functional and can 
operate executable programs going beyond 
theory, unlike most of the revised works. In 
addition, our processor could be used as 
embedded soft-core processor for FPGA designs 
that may benefit from the incorporation of a Central 
Processing Unit (CPU) for peripherals or other 
devices. 

The processor presented in this paper was 
used to teach computer architecture for about 4 
years having good acceptance among students 
and contributing effectively to learning process. It 
is left to the instructor to choose how to divide the 
theoretical and practical classes. It is suggested to 
review theory in one day and to make a practical 
session in the next class. 
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