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Abstract. Even though suicide is one of the top three 

causes of young people’s deaths, no reliable methods of 
identifying suicidal behavior have been developed. One 
of the promising directions of research is quantitative 
analysis of speech. It is nowadays common to process 
texts by suicidal individuals (mostly suicidal notes or 
literary texts by famous people, e.g., poets, writes, etc.) 
and texts by individuals from a control group using 
software (mostly LIWC) and to design models for 
classifying texts as those by suicidal individuals or not. 
This kind of analysis has been mainly performed for 
English texts that generally have a number of restrictions 
due to their linguistic nature. The authors are the first to 
attempt to design a mathematical model to classify texts 
as those by suicidal or nonsuicidal individuals using 
numerical values of linguistic parameters as features. 
Texts (blogs by young people who committed suicides, 
similar in both genre and topic, to those by individuals of 
an age-corresponding control group) were processed 
using the Russian version of LIWC with users’ 
dictionaries. Unlike current studies, in designing the 
model we mostly made use of features that are not 
significantly dependent on the content. This is because 
not all individuals who committed suicides are known to 
deal with the topic in their texts. The resulting model was 
shown to be 71.5% accurate, which is comparable with 
the state-of-the-art for English texts.  

Keywords. Suicide language, internet texts, suicide 

predictors, text corpus, computational linguistics, 
Russian texts, RusPersonality. 

1 Introduction 

Over 800,000 people die of suicide every year. It is 
estimated that by the year 2020, this figure will 
have increased to 1.5 million [3]. It is considered to 
be one of the major causes of mortality during 
adolescence [34]. The data suggest that only 30% 
of suicidal individuals report their inclinations [34]. 

Thus there is a growing need for methods of 
identifying suicidal individuals. Speech analysis 
including quantitative analysis is known to be a 
valuable diagnostic tool.  

In addressing this particular issue, suicide 
notes are most commonly used. Texts are 
automatically classified as suicide notes or texts of 
other genres [13; 16; 24; 27; 28]. There are 
attempts to design models to distinguish between 
genuine and fake texts of this genre using 
qualitative text parameters as features [12] as well 
as to identify the differences between suicidal 
notes by individuals who eventually committed 
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suicide and those who made a suicide 
attempt  [10]. 

Despite the ultimate value of studying suicide 
notes, being rather short in length, they present 
little opportunity for a profound insight into the 
language of suicidal individuals. As important as 
these studies are for tackling both theoretical and 
practical issues, there is an obvious necessity to 
investigate various linguistic features of texts by 
suicidal individuals written throughout various 
periods of their lives in order to identify the 
predictors of suicidal behavior.  

This could then be compared to the texts of a 
control group of individuals with a maximum similar 
education level, social status and other 
characteristics, but most importantly who did not 
commit suicide. Based on the data, mathematical 
models can be designed to allow one to predict the 
likelihood of an individual’s suicidal behavior using 
the quantitative parameters of their texts as 
features. Studies identifying linguistic features of 
texts by individuals who committed suicide are 
commonly conducted using their literary texts [1, 
15, 16, 23, 25, 32], less commonly – segments of 
speech of famous suicidal individuals [7]. However, 
there are certain restrictions associated with the 
nature of texts and their authors’ personalities, 
which prevents the results from being extrapolated 
into the entire population.  

Recently, given the growing use of the Internet 
and social media in particular, scientists have been 
able to access very valuable linguistic data 
containing texts by individuals who either 
committed suicide, attempted suicide, or 
articulated their suicidal contemplations. Text 
mining methods have been successfully employed 
of late to identify such texts as well as over the last 
decade in sociology in particular [22] (note that 
there have been attempts using text analysis to 
identify not only Internet users with suicidal 
tendencies but also those displaying other forms of 
destructive behavior, see [33] for details). 

Machine learning has been used to identify 
Twitter texts dealing with suicide [4] and stressed 
individuals based on their tweets [11], etc. (see 
Review in [8]).  

Most research has been performed for English 
texts except very few [5, 9, 17]. 

Note that there have been very few studies of 
internet texts by individuals who died of suicide and 

they are mostly case studies (see [14] for Review). 
Even though most studies have sought to identify 
internet texts by individuals who had contemplated 
suicide, not all of them are known to be reported 
[28], and hence in designing models to identify 
individuals with high risk of suicidal behavior it is 
important to focus particularly on implicit suicide 
markers, i.e. those parameters of texts (features) 
that are not significantly dependent on the topic 
and are thus known to be a valuable source of 
personal data of their authors [31]. 

The objective of this paper is to design a 
mathematical model which would enable the 
classification of texts by suicidal individuals (those 
with high risks of suicidal behavior) and by non-
suicidal ones based on numerical values of 
selected linguistic parameters (features). Blogs by 
young people who died as a result of suicide and 
samples of texts by written speech of young 
individuals were employed. 

Thus, our study aims to contribute to the 
literature on suicide prevention in social media by 
attempting to classify texts as those by suicidal 
individuals based on text parameters (features) 
that are not significantly dependent on the content. 
The novelty of the paper is that it is performed on 
Russian texts and no research of this kind is known 
of as part of suicide prevention in social media [18]. 

2 State of the Art 

As was previously stated, linguistic analysis of the 
speech of individuals who committed suicide 
originally utilized authors’ suicide notes [24]. 
Quantitative parameters of texts used to be 
manually calculated and later on, automatic text 
processing tools started being employed for 
speech analysis. One of the most common tools 
used for investigating speech of individuals who 
died of suicide is Linguistic Inquiry and Word Count 
(LIWC) developed by the American psychologist J. 
Pennebaker and colleagues [25]. LIWC calculates 
the proportions of certain grammatical, lexical, and 
semantic markers, as well as markers belonging to 
other categories (up to 80 text features depending 
on the version).  

In earlier studies suicidal notes were mainly 
investigated. Thus using LIWC software, it was 
found that notes from completed suicides had 
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fewer metaphysical references, more future tense 
verbs, more social references (to others) and more 
positive emotions than did the notes from 
attempted suicides [10], which seems to be caused 
by individuals feeling relieved after making a 
decision to take their own lives. 

Collecting texts from other genres written by 
individuals who committed suicide is a rather 
daunting task as a lot of research has been 
conducted using literary texts by suicidal writers. 
E.g., Stirman & Pennebaker [32], using the LIWC 
software, found that in poetic texts by suicidal 
individuals, written at different periods of time, the 
pronoun “I” is more frequently used compared to 
the texts by the test group.  As time went by, 
suicidal individuals were seen to use fewer “we” 
pronouns as well as interaction verbs (e.g., talk, 
share, listen), but contrary to the common belief 
there were no statistically significant differences 
between the suicidal individuals and the test group 
in the number of words describing negative 
emotions. It is argued that the results are 
consistent with the suicide genesis theory, which 
postulates a connection between suicidal behavior 
and a growing alienation from other people. 

In [1] it was shown that as an individual is just 
about to commit suicide there is an increase in first-
person singular pronoun use, a decrease in first-
person plural pronoun use, and an increase in 
negative emotion word use. In contrast, in [16] 
there was an increase in words expressing positive 
emotions, while words associated with causation 
and insight became less frequent. 

Using LIWC, it was also found that suicidal 
individuals used more abstract words, fewer words 
overall, more verbs, fewer words relating to 
“Death”, increased number of negations (not, no) 
and so on (see [18] for review). 

Apart from literary texts, diaries by these 
individuals are employed in analysis [14]. Beside 
the descriptive method, the approach has been 
employed recently which classifies texts as those 
by suicidal individuals/not by suicidal individuals 
(e.g., see [23]). Texts are labelled using NLP tools, 
and classified using machine learning methods. 
Hence in [23] the models with the accuracy of 
70.6% were obtained using song lyrics by suicidal 
individuals who committed suicide and those who 
did not (type/token ratio, proportions of first and 

second person pronouns, proportions of different 
vocabulary fields, etc. were employed as features).  

The features that displayed differences 
between texts by suicidal and non-suicidal 
individuals were  numbers (most useful across 
numerous algorithms), n-grams, the first-person 
singular + mental verb, concrete nouns, neutral 
terms, sensual words, total polar value semantic 
class features, and the first-person singular and 
passive construction syntactic features. The 
authors concluded that apart from expanding the 
corpus, “it would perhaps be fruitful to extend the 
analysis to other types of features and new 
lexicons since it has been demonstrated that this 
task could be solved using NLP” [23, р. 684]. 

Although written texts are mainly analyzed, 
there are individual studies which evaluate 
transcripts of recorded oral speech. A 2016 study 
[26] also argued the importance of using NLP 
techniques in automatic classification of texts, 
where the authors, using semi-supervised machine 
learning methods, recorded and analyzed the 
conversations of 30 suicidal adolescents and 30 
matched controls. 

The results shown that the machines accurately 
distinguished between suicidal and nonsuicidal 
teenagers. In another 2016 study of narrative 
notes, it was found that “incorporating a simple 
natural language processing strategy improved the 
ability to estimate risk for suicide and accidental 
death” [21]. 

There have recently been studies dealing with 
the analysis of internet texts by individuals with 
suicidal tendencies (e.g., see [2]). Publicly 
accessible blogs or Facebook provide new data 
sources for the study of suicidal behavior [17], 
however computational methods have only been 
used in a small number of suicide communication 
studies [4]. As was noted above, effort has been 
made to identify suicide-related content [4]. Some 
papers analyzed blog posts of individuals who died 
as a result of suicide (mostly case studies).  

In [17] 193 blog entries of a 13-year-old boy 
posted during the year prior to his suicide were 
analyzed using the Chinese version of LIWC 
(CLIWC). Some language patterns related to 
suicide are similar in both Chinese and English, 
such as the use of first-person singular pronouns. 
Progressive self-referencing appeared to be a 
primary predictive of suicide. 
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Thus, in studies of texts by suicidal individuals, 
there is a clear shift from descriptive papers, which 
document differences in texts by suicidal 
individuals and control groups, to text classification 
studies of texts written by suicidal/non-suicidal 
individuals which make use of various machine 
learning algorithms. Though earlier papers 
analyzed mainly literary texts, recently social 
media texts have become a major real 
consideration. 

Features were largely those extracted using 
LIWC, but some other papers employ well-known 
text representations like standard bag of words, 
character/word n-grams, etc. The overall 
consensus is that such techniques are fairly suited 
to furthering the development of methods to 
identify individual’s suicidal tendencies based on 
analyzing their texts. 

As social media takeover our lives, it is 
essential that there are methods in place to identify 
suicidal tendencies using Internet based texts. 
Unfortunately, no studies are known of that classify 
texts of individuals into suicidal or non-suicidal 
categories using Internet based texts from 
individuals who committed suicide and from a 
control group. In our study we are seeking to 
change this. 

Additionally, most suicide studies have focused 
on English materials, while there is a clear lack of 
research into suicidal individuals of other cultural 
backgrounds [17]. 

3 Materials and Methods  

3.1 Materials 

In order to address this issue, what we basically 
need is a corpus of texts by suicidal individuals and 
those from a control group [18]. 

The publicly available blog entries of a suicide 
case were used as data for this study. The corpus 
of Russian texts RusSuiCorpus, written by 
individuals who committed suicide, currently 
contains texts by 45 Russian individuals aged from 
14 to 25. The total volume of the corpus is 200 000 
words. All the texts are manually collected and 
represent blog posts by individuals who committed 
suicide (blogs from LiveJournal). The fact that 
suicides were actually committed was checked by 

analyzing friends’ comments, media texts, etc. 
Blogging is a prevalent form of communication in 
expressing emotion and sharing information, 
therefore it was chosen.  

Being as the texts contained different numbers 
of words from each author, all the texts of blogs 
were joined into a single text with the length of 
about 200,000 words. The resulting text was 
divided into segments of 200 words making a total 
of 1,000 texts.  

Ethics approval was obtained from the Human 
Research Ethics Committee for Non-clinical 
Faculties at Voronezh State University, Russia. 

Samples of natural written speech from 1,000 
students of various Russian universities, all a part 
of RusPersonality [19] (the first corpus of Russian 
texts containing wide metadata with the authors’ 
personal information), were used. The average text 
length was 200 words with a total word count of 
198045 words (further on NSUIC). All the texts 
were stream-of-consciousness essays. The 
authors were instructed to write whatever comes to 
their minds first and do in the manner they would 
normally do to their friends on social media.  

We deliberately avoided using blogs for 
comparison because our goal in this study was to 
compare samples of natural written speech from 
individuals who died as a result of suicide with 
those from individuals whose results of 
psychological testing, identifying auto-aggressive 
behavior (with suicide as its extreme), are 
known [20]. It is obviously challenging to obtain this 
information about bloggers. At this point of the 
analysis we deliberately chose to include texts 
displaying varying risks of auto-aggressive 
behavior into the NSUIC corpus.  

In addition, even though they were a part of 
different genres, the compared texts are quite 
homogeneous: they are all samples of what is 
called natural written speech, which is generally 
unrehearsed (the control group was instructed to 
write whatever first comes to mind for 30 minutes). 
Before proceeding to designing the model, the text 
corpora were divided into a learning set (900 texts 
in NSUIC, 900 in SUIC) and test set (100 in SUIC 
and 100 in NSUIC) texts. 
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3.2 Text Processing 

All the texts were labelled using LIWC 2007 with 
the Russian users’ dictionary. Users’ dictionaries 
were also compiled. We selected features that 
were not significantly dependent on the topic of a 
text on purpose.  

Hence the following features were selected: 
general LIWC descriptor categories (words per 
sentence (WPS), percent of words longer than six 
letters (Sixltr), from dimension I STANDARD 
LINGUISTIC DIMENSIONS (total function words, 
total pronouns, adverbs, prepositions, etc.), II 
PSYCHOLOGICAL PROCESSES (Social 
processes with subcategories, affective processes 
with subcategories, cognitive processes with 
subcategories, perceptual processes with 
subcategories and so on), AllPunc (the proportion 
of all the punctuation marks in a text overall and 
each mark individually).  

Users’ dictionaries were also compiled 
according to the user manual:  

 Deictic, a dictionary of demonstrative 
pronouns and adverbs (where 1 feature 
represents the proportion of words per the total 
word length of a text), a dictionary of 
intensifiers and downtowners  

 Intens (2 features), a dictionary of perception 
vocabulary   

 PerceptLex (1 feature), a dictionary of 
pronouns and adverbs describing the speaker 
- Ego (I, my, in my opinion; 1 feature), and a 
dictionary of emotional words  

 Emo (negative and positive; 2 features). All in 
all, there are 85 features.  

The users’ dictionaries were compiled using 
available dictionaries and Russian thesauri. As a 
Russian dictionary that came with the software was 
a translation of a corresponding English dictionary 
and did not stand independent testing, there are 
doubts as to the semantic category of the second 
group and thus they have to be evaluated 
independently and objectively, so in turn we have 
to check it manually and make some corrections. 

4 Results and Discussion 

4.1 Mathematical Processing of the 
Results of Text Analysis 

Mathematical processing of the results of text 
analysis was performed using the professional 
software SPSS 13.0. 

Originally features with a frequency of less than 
50% were excluded from the total list (in the SUIC 
as well as in the NSUIC corpora). The frequency of 
a text parameter (feature) is the percentage 
proportion of the number of non-zero values of a 
certain feature compared to the total number of the 
analyzed texts in the corpus the feature was 
computed for.  

A preliminary data analysis of the SUIC and 
NSUIC corpora, using the Shapiro-Wilk test, 
showed that most of the features have a non-
normal distribution. In order to identify statistically 
significant differences between the features from 
SUIC and identical features from NSUIC, a method 
of comparing dispersions of the analyzed sets was 
employed.  For that a one-factor dispersion 
analysis was used (ANOVA).  

Originally we made use of Kruskal-Wallis one 
way analysis of variance on ranks that is a non-
parametric alternative to F-criterion in our one-
factor dispersion analysis. In the Kruskal-Wallis 
criterion, average ranks of each of the groups are 
compared with the total rank computed using all of 
the data. The Kruskal-Wallis test for the 
significance level p<0.05 allowed us to identify 
differences in the medial values of the groups of 
the features from SUIC and NSUIC corpora.   

After a significant difference between the 
overall groups has been identified, it is then 
advisable to compare the average values of the 
existing groups. This is called a posteriori criterion 
of pairwise comparison [30]. 
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Table 1. Features selected for designing the model and their calculation values  

Features /Values 
of tests 

Function 
words 

Pronouns Verbs Preposition Conjunctions 

Frequency, % 

SUIC\ 

NSUIC 

99.9\100 99.6\99.71 99.8\99.81 99.31\99.81 99.8\99.33 

Kruskal Wallis: 

H 

p-level 

82.232 

<0.001 

18.886 

<0.001 

102.932 

<0.001 

72.381 

<0.001 

258.808 

<0.001 

Median: 

SUIC\ 

NSUIC 

49.500 

47.075 

12.000 

13.010 

15.000 

12.900 

12.000 

12.745 

12.000 

9.480 

Tukey: 

q 

p-level 

12.824 

<0.001 

6.145 

<0.001 

14.346 

<0.001 

12.029 

<0.001 

22.749 

<0.001 

Fit criterion of 
Kolmogorov-

Smirnov SUIC\ 

NSUIC 

0.033\0.057 0.057\0.018 0.055\0.03 0.056\0.031 
0.062\ 

0.018 

Features 
Cognitive 
processes 

Inclusive Comparison Space Comma 

Frequency % 

SUIC\ 

NSUIC 

99.8\99.9 99.5\98.66 99.7\100 99.5\99.71 99.7\99.33 

Kruskal Wallis: 

H 

p-level 

123.480 

<0.001 

188.843 

<0.001 

35.480 

<0.001 

18.994 

<0.001 

75.673 

<0.001 

Median: 

SUIC\ 

NSUIC 

21.500 

19.345 

8.500 

6.640 

19.000 

20.085 

10.000 

10.695 

12.000 

10.530 

Tukey: 

q 

p-level 

15.713 

<0.001 

19.431 

<0.001 

8.423 

<0.001 

6.162 

<0.001 

12.301 

<0.001 

Fit criterion of 
Kolmogorov-

Smirnov SUIC\ 

NSUIC 

0.041\0.024 0.065\0.02 0.04\0.034 0.06\0.03 
0.066\ 

0.027 
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For that the Tukey test with р < 0.05 was used, 
which is a modified Student criterion. 

As a result, based on the data of two tests 
(Kruskal-Wallis and Tukey), we excluded the 
features that did not meet neither the Kruskal-
Wallis nor Tukey criterion from those features 
which passed the original analysis, and thus whose 
values do not have statistically significant 
differences in the SUIC and NSUIC corpora. 

In the next phase, as part of the mathematical 
analysis of the data, we checked whether the 
distributions of the features selected at the first two 
stages from SUIC and NSUIC corpora are normal. 
One of the most effective criteria for testing the 
normality of the distribution is the Kolmogorov-
Smirnov test that is more efficient than the 
alternative criteria and is designed for large 
selections [30]. 

Using the standard procedures of the SPSS 
software as well as a visual analysis of data by 
designing distribution histograms of the features 
selected by this point of the analysis from both 
corpora, we determined whether the empirical 
distributions of the analyzed features were normal.  
For this we computed a fit criterion of Kolmogorov-
Smirnov / Lillefors and compared it with the critical 
value typical of a data set of this size. The critical 
coefficient calculated according to [30] in the 
Kolmogorov-Smirnov test for a data set with a 
dimensionality of n = 1000 and significance level 
p < 0.01 is Dc = 0.033. 

4.2 Features Selected for the Model  

The calculation results indicated that almost all of 
the features that are normally distributed in NSUIC, 
are not in SUIC. A visual test of the distribution of 
such features using histograms showed that the 
experimental histograms are asymmetric. In order 
to account for the differences in the type of 
distribution of the same features in SUIC (S) and 
NSUIC (N) corpora, it was decided that the 
features with the fit criterion of Kolmogorov-
Smirnov/Lillefors of no more than the critical value 
(Dc = 0.033) in one of the selections is excluded 
out of those features left following the first stage of 
the mathematical processing and those no more 
than the doubled value of the critical coefficient, i.e. 
0.066 in the second selection. 

Hence, in order to design a model to 
appropriately measure the likelihood of a text being 
written by an individual who committed suicide, 
only feature which met the following criteria were 
employed:  

1. Highly frequent ones; 

2. Those that passed the Kruskal-Wallis and 
Tukey tests; 

3. Those that, according to the Kolmogorov-
Smirnov/Lillefors criterion, have a distribution 
close to the normal one where p<0.01, 
considering the initial assumptions. 

The features that were selected in accordance 
with all of the above criteria, including their 
descriptive statistics are identified in Table 1. 

As the analysis indicated, out of 130 features 
only 10 met all of those requirements (see Table 
1). We found that in texts by suicidal individuals, 
compared to those by individuals from a control 
group, there are more function words, verbs, 
conjunctions, words describing cognition overall, 
inclusion words, more commas, fewer 
prepositions, more words describing comparison, 
words describing space and pronouns. 

It was previously shown [20] that texts 
produced by individuals with a greater likelihood of 
self-destructive behavior (suicide is its extreme) 
typically show less lexical diversity, fewer 
prepositions, more pronouns overall (and 
particularly personal ones), a higher coefficient of 
coherence (due to more conjunctions and deictic 
particles). Blogs also displayed fewer prepositions 
and more conjunctions in suicidal individuals, but 
also fewer pronouns. The difference between 
these values was also less significant than for the 
other features. 

Let us assume that texts by suicidal individuals 
are more abstract, contextual, have fewer spatial 
references, which we think is indicative of their self-
centeredness. 

The following disparities, which were not 
included in the model due to these features failure 
of the normality test, are worth mentioning: texts by 
suicidal individuals have more negations, fewer 
words describing social and perceptive processes 
(particularly vision), more vocabulary from the 
LIWC group “Body”, fewer words for positive 
emotions, and more words for negative emotions. 
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All in all, the above data are consistent with the 
hypothesis that suicidal individuals are more self-
centered and less focused on seeing the world 
around them. However, unlike a lot of studies of 
English texts, Russian texts were not found to 
contain more “I” pronouns compared to those in the 
control group. Thus our significant finding is not 
that there are more self-references, but instead 
that the authors are more self-centered and less 
focused on the world around them. 

4.3. Designing the Model 

Let us denote a set of elements (i=1.10) 
selected for designing the above model as SSi and 
SNi (i=1..10). These elements are mean values of 
ten selected features of the text from SUIC and 
NSUIC corpora respectively. 

We can safely say that SS and SN are a set of 
numerical values [SS1… SS10] and [SN1… SN10] 
whose elements are mean values of the features 
from SUIC and NSUIC corpora. 

For a text under analysis, a set of values of the 
same 10 features ST must be determined. 

The deviation of a set ST from a set of numerical 
values SS and SN that are typical of the texts from 
SUIC and NSUIC corpora respectively is 
determined as follows. 

We calculate the deviation of a set of values SS 

from a set of values ST as follows: 

𝜒𝑆
2 =

1

𝑛
∑

(𝑆𝑆𝑖 − 𝑆𝑇𝑖)2

𝑆𝑆𝑖

𝑛

𝑖

. (1) 

 

Similarly, let us determine the deviation of the 
distribution SN from SТ: 

𝜒𝑁
2 =

1

𝑛
∑

(𝑆𝑁𝑖 − 𝑆𝑇𝑖)
2

𝑆𝑁𝑖

.

𝑛

𝑖

 (2) 

Let us assume that in order to determine which 
type (suicidal/non-suicidal) a particular individual 

is, it would suffice to 𝜒𝑁
2  and 𝜒𝑆

2. If 
𝜒𝑁

2

𝜒𝑆
2 

⁄ > 1 than 

the text under analysis would have been written by 
a suicidal individual. 

4.4 Accuracy of the Model 

Checking the model on the test selection showed 
that it was 71.5% accurate (according to the 
number of the correctly classified texts), with a 
baseline of 50%. Reported accuracy results are 
comparable with the ones obtained with English 
texts (70.6) [23]. 

5 Conclusion and Future Work 

The suggested approach showed to be fairly 
accurate in classifying texts, even despite the fact 
that we selected the features maximally 
independent of the content (proportions of 
commas, function words, etc.), which indicates that 
natural language processing and data mining are 
promising for use in the identification of suicidal 
behavior. The proposed method certainly has 
some restrictions associated with the varying 
number of individuals in SUIС and NSUIС as well 
as a relatively small number of features.  

There are plans to extend SUIC and the list of 
features using common tools for labelling texts, 
including those developed by the team of authors, 
as well as tools for syntactic labelling of texts. It is 
known that «the use of syntactic n-grams… gives 
good results when predicting personal traits» [29]. 
We are also looking into utilizing certain indicators 
of lexical diversity that, as shown in [31], are critical 
for identifying the psychological condition of 
authors in emotional auto-reflexive writing. 

Additionally, there is more work that needs to 
be done to validate and adapt the Russian version 
of LIWC. 

In the future we plan to compare the proposed 
model with well-known text representations like 
standard bag of words, character/word n-grams, as 
well as with different weighting schemes and 
different learning algorithms to appreciate and 
compare the real predictive potential of the 
proposed model. It would have been interesting to 
note how the 10-features model performs with 
respect to the full (130 features) model or with 
respect to models using standard feature selection 
techniques from the machine learning area [23, 
28]. 

We also plan to perform a comparative analysis 
of texts by suicidal individuals with high and low 
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risks of autoaggressive behavior using the corpus 
RusPersonality [19, 20]. 

In this corpus the negative and positive texts 
have a slightly different composition: the positive 
texts come from a reduced group of authors with a 
sparse range of ages; the negatives texts, 
however, come from a more controlled group with 
a bigger base of authors. As such there are plans 
to compare the blog posts of suicidal individuals 
with those written by the control group.  

Since “one of the main tasks of computational 
linguistics is to provide models for the development 
of applied systems with various kinds of automatic 
linguistic analysis” [31], what we ultimately are 
seeking to do is to design software for assessing 
risks of suicidal behavior based on the linguistic 
parameters of texts, which would be instrumental 
in online analysis of internet texts and could 
potentially send letters of warning to authors of 
texts or to their family and friends on social media. 
This research could also be applicable in the 
psychological assessment of suicide risk.  
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