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Abstract. Natural Language Processing (NLP) methods 

allow us to understand and manipulate natural language 
text or speech to do useful things. There are several 
specific techniques in this area, and although new 
approaches to solving the problems arise, its evaluation 
remains similar. NLP methods are regularly evaluated by 
a gold standard, which contains the correct results which 
must be obtained by a method. In this situation, it is 
desirable that NLP methods can close as possible to the 
results of the gold standard being evaluated. One of the 
most outstanding NLP task is the Automatic Text 
Summarization (ATS). ATS task consists in reducing the 
size of a text while preserving their information content. 
In this paper, a method for describing the ideal behavior 
(gold standard) of an ATS system, is proposed. The 
proposed method can obtain models that describe the 
ideal behavior which is described by the topline. In this 
work, eight models for ATS are obtained. These models 
generate better results than other models used in the 
state-of-the-art on ATS task. 

Keywords. Natural language processing, gold standard, 

topline, symbolic regression, data modeling, automatic 
text summarization task. 

1 Introduction 

Natural Language Processing (NLP) is a sub-
discipline in artificial intelligence and 
computational linguistics, which tries to extract 
(automatically or semi-automatically) the most 
complete meaningful representation of a text 
documents using computational models [27]. The 
main reason for the importance of NLP techniques 
is that allows transform information described in 
natural language into a format understandable by 
a computer [18, 27]. NLP techniques have created 
tools and systems that easily access and handling 

information. Some of these tools are: knowledge 
management, automatic translation, text mining, 
authorship identification, information retrieval, 
document classification, automatic summarization, 
or recent applications on identification of suicidal 
ideation [11]. 

All or most systems of NLP shared some 
characteristics in common [8]: (1) require a text 
documents representation [24, 37]; (2) require an 
association function (or similarity) between two text 
documents [29, 46]; and (3) require an evaluation 
paradigm [10]. 

Text documents are usually represented using 
the vector space model [58, 61, 62]. In this 
representation each text document is expressed as 
a weighted high-dimensional vector, the 
dimensions correspond to individual features such 
as words, concepts or numbers values [29]. This 
representation allows be effectively processes 
by computers. 

Similarity metric is a property that measures the 
degree of similarity between two text (o 
documents), that is, similarity between them 
quantifies the dependency or independence 
between two texts [23]. On one hand, compute the 
similarity metric between sets of text documents 
have great importance in many of text analysis task 
[29], especially in task related to information 
retrieval [17], document clustering [41], plagiarism 
detection [46], recommendation systems [69], 
automatic classification [30], etc. On the other 
hand, the definition of a similarity measure is useful 
in several application areas such as multimedia 
search, medical imaging, molecular biology, 
assisted engineering computers, marketing 
assistance, etc. [12]. 
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Like other informatics programs, NLP systems 
may be evaluated bellow standard method. There 
are several methods to evaluate NLP systems [10], 
but the classical distinction was proposed by [32]: 
intrinsic and extrinsic evaluation. Intrinsic 
evaluation is based on measuring the performance 
of a NLP system and this type of evaluation is 
characterized its performance mainly with respect 
to a gold standard result predefined by the 
evaluators. In extrinsic evaluation, the system 
output is assessed whit an external task to the 
system, it considers the system in a complex 
setting or in a task of final user [32]. 

Several NLP task uses intrinsic evaluation, 
specifically evaluation based on gold standard [15]. 
Gold standard are manually annotated collection of 
text, i.e., tag documents, sentences or words with 
a predefined set of categories [25, 68]. Gold 
standard evaluation is used because provides 
basis for the comparison of several systems 
against the same set of data in a certain task. This 
allows the evolution of performance results outputs 
in NLP tasks, besides is an invaluable resource for 
evaluation [50]. 

As a gold standard corpus directly impact the 
development of NLP systems [68], researchers 
want to develop systems to improve performance 
of the results compared to corpus of correct 
answers and thus know what combinations, 
modifications o components are the most 
optimal [33]. 

One of the most important NLP tasks is the 
Automatic Text Summarization (ATS). A summary 
is a set of phrases or sentences that best covers 
the relevant concepts of documents [22]. 
Specifically, it is a reductive transformation of the 
content of a input document by the selection or 
generalization of the most important information in 
the document [62]. 

An approach to solve ATS task is generate 
extractive summaries, which only select the most 
important words, sentences or paragraphs from 
the source document to conform the output [28, 
52]. To select the most import sentences, several 
models that describe the importance of sentence 
position have been proposed [4, 20, 47]. These 
models have been obtained competitive results, 
but there is no description of the ideal behavior of 
an ATS system. 

In this paper, a method to learning relevant 
models that describes the ideal behavior of an ATS 
system are proposed. 

2 Background and Related Work 

The models are theoretical schemes, generally, in 
mathematical form, of a system or a complex 
reality, which are made to facilitate understanding 
and the study. A model is an explicit representation 
of reality, as people who will use the model to 
understand a part of reality [49]. Notably, the 
models are only representations, indicating that all 
models are wrong, or have errors, but can be 
useful [5]. 

In real problems, it is common to find situations 
where we must estimate or model the behavior of 
an output variable based on one or more input 
variables. Traditionally, these problems have been 
resolved with statistical regression models. Also, 
there are situations where statistical and 
mathematical models cannot provide a good 
solution and it is necessary to develop tools and 
methods that allow us achieve our goals [54]. 

There are two ways to solved this problem: 
inferential and inductive [45]. The inferential 
process is based on the application of physical 
laws that are accepted as hypothesis, based on the 
choice of a probability distribution model of 
observed data. The inductive process performs the 
estimation models from data analysis, which 
emphasizes algorithmic approaches. Inductive 
analysis allows commenting on phenomena, and 
from these observations making inferences from 
the entire problem. Unlike, deductive analysis is a 
method of facts to draw conclusions, i.e., can be 
deduced solutions from theory phenomena 
observation. Inductive process may be called 
learning process [9]. 

In the first group (inferential process), 
regression analysis techniques are the most 
relevant (lineal, no lineal and logistic regression), 
which study the relationship between dependent 
variables and independent variables [48]. In 
second group (inductive process), connectionist 
models (neural networks) and induction models 
(evolutionary algorithms and genetic 
programming) which can be considered learning 
algorithms [2, 9] are included. 
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The main problem using regression analysis 
techniques, is that, is necessary select the model 
to be used (lineal, logistic) before at variables 
selection and this difficult the generation of models 
[1]. Also, problems where analysis contains more 
than one variable, process become more 
complicated. Therefore, analysis regression for 
large data sets are realized by computers [43].  

One of the most used techniques to analyze 
large data sets is symbolic regression. It’s an 
application of genetic programming, also known as 
a technique of function identification, since it 
involves finding a mathematical expression, in 
symbolic form, which describes the relationship 
between dependent variable and independent 
variables as accurately as possible [35]. As 
working directly with genetic programming, 
symbolic regression is responsible for evolve 
mathematical functions in order to estimate the 
behavior of a data set [7]. 

Symbolic Regression is considered a 
supervised learning task, as it has a training 
sample, under which a model should be adjusted 
in order to reduce their error [34]. For this reason, 
it stands as a viable approach to the problem of 
data modeling, and does not assume the response 
of a structure, but discovers as it evolves. 

In this paper, symbolic regression technique 
based on genetic programming to modeling data 
gold standard of NLP tasks are used. 

2.1 Related Work 

There are works to compute short text similarity 
that used external resources (knowledge-based) 
such as WordNet or British National Corpus, 
although these methods are good, they are no 
useful to work with languages that have not these 
linguistic resources. In this situation, a corpus-
based method to find the short text similarity are 
presented in [59], specifically, paraphrase 
detection. This work, taken the problem of short 
similarity texts as an unsupervised classification 
problem, i.e., it doesn’t use external resources to 
compute text similarity. Shrestha [59] indicates that 
best classification methods in text similarity are the 
vector space model [57]. This method is based on 
the vector space model but is different in having 
feature vector are created: the vector of terms is 
like the word space model, in which only the term 

distribution is stored. This is based on his 
assumption that the sentences are independent of 
each other, and each sentence represents a single 
idea, therefore, each term within the sentence 
must be related to this idea. The method is called 
Short text-based Vector Space Model (SVSM) and 
used the Microsoft Research Paraphrase Corpus 
(MSRPC) to evaluate. This corpus consists of 
5,801 pairs of sentences, in which gold standard 
indicates what pair of sentences have a 
paraphrase equivalence.  

According to [43], Vector Space Model which 
used cosine similarity measure is the baseline for 
most of the similarity studies, so that, in order to 
perform comparison to the method, Shrestha [59] 
performed similarity measure using classical 
vector space model with cosine similarity, in 
addition performed the Dice and Jaccard similarity 
measures. The proposed method was compared 
results to other methods which are tested on the 
same corpus. The obtained results indicate that 
their proposed vector space model (SVSM) 
improvement over the baseline (vector space 
model and cosine similarity) but are not better than 
other methods. 

The growth of subjective information stored on 
Internet (mainly in social networks) has given rise 
interest in detecting sentiment, emotions (polarity) 
or opinions on different topics of such subjective 
information. In [58], two models to discover the 
polarity of messages extracted from twitter are 
presented. The importance of having models of 
polarity analysis lies in the possibility of polarity 
evaluation expressed by users about a topic. The 
polarity in NLP can be understood as the presence 
or absence of grammatical particles that define 
whether a sentence is positive or negative. In the 
work of [58], two models to solve this problem are 
proposed.  

The first one is based on a lexical-syntactic 
method, in which certain lexical and syntactic 
characteristics are stored in a one-dimensional 
vector, indicating value that each characteristic has 
within a certain text (tweet). The second one is 
based on a graph method, in which a graph of co-
occurrences between all the words contained in a 
corpus is created. The models are proposed for 
SemEval-2014 conference corpus, which consists 
of 6364 annotated (gold standard) in five levels of 
polarity (positive, negative, neutral, objective and 
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objective/neutral). For the first model, features 
such as emoticons, acronyms, URL's, hashtags, 
among others, were extracted and stored under 
the vector space model. For the second model, a 
co-occurrence graph was created with all corpus 
terms used, after which, four centrality algorithms 
were applied; of each algorithm the 300 most 
central words were obtained and these words were 
taken as the characteristics for the vector in each 
tweet. In the training phase, Support Vector 
Machines (SVM) was used in each of the proposed 
models, and as test, data of the corpus dedicated 
to this purpose were taken. The results show that 
the model based on the lexical-syntactic 
characteristics is better than the model based on 
co-occurrence graphs. In this work, two models of 
text representation were used together, a vector-
space model and a graph-based 
representation model. 

In [51], a model to determine the degree of 
relevance between two graph-based 
representations is proposed. The problem to solve 
is determinate the degree of relevance of reviews 
given by a reviewer to an author of a paper. The 
text-based reviews provided by a reviewer should 
be evaluated to ensure that it provides an accurate 
assessment of the work. One way in which quality 
of a review can be measured is to check if the 
reviews have semantic and syntactic similarity to 
the work.  Ramachandran [51] proposes to use a 
graph-based representation (since this 
representation captures both the semantic and 
syntactic information of the information) to solve 
that problem. To calculate the relevance of the 
review, the k-nn algorithm was used. To calculate 
the similarity between two-text base-review, the 
text review should be transformed into graphs from 
POS (Part-Of-Speech) information such as nouns, 
verbs, adjectives, adverbs.  

In addition, the similarity between the graphs 
was calculated by five different forms: Matching 
graph edges, same-syntax matching, different-
syntax matching, double edge matching and 
complete vector. To evaluate his model, made use 
of a corpus obtained through Expertiza [21], which 
are composed by review-review pairs. This corpus 
consists of three data sets. As results, the best 
mean of similarity between graphs was double 
edge. To better understand the behavior of the 
model, it compares the results obtained using a 

standard similarity measure: cosine similarity. 
Because of this comparison, the cosine measure 
exceeded on average (from the similarities of 
graphs mentioned) to sets 1 and 2 of the corpus 
used, whereas in set 3, the proposed model clearly 
outperforms the cosine measure. For this work, 
text representation method used was graph 
representation, whereas that the similarity 
measures used were five graph-based metrics. 
Finally, the gold standard corpus used was 
composed on pairs of review-review text. 

Then, some works that used data modeling 
techniques to improve results in NLP are showed. 
These works use several data modeling 
techniques to get their results. 

In [63], an approach to learn similarity 
measures of high knowledge (knowledge-intensive 
similarity measure) for the Case-Based Reasoning 
task is presented. Case-Based Reasoning 
systems have been become a popular tool for 
development of knowledge-based systems. These 
systems record data (called cases) representing 
information about problems that were resolved in 
the past, where the idea is re-use this knowledge 
in solving new problems [13, 53], the problem of 
these systems is identifying when two problems 
are similar. In his work, Stahl develops a 
methodological framework that formalizes a 
necessary domain knowledge for defining optimal 
similarity measures, implementing machine 
learning strategies, that allows extract knowledge 
of data set training and after applied the induced 
similarity metric in real case-based reasoning. His 
method has evaluated on computer data 
recommendation and car recommendations. 

In [17] shows the results of the application of a 
genetic program to evolve features ranking in the 
Information Retrieval task, where it is necessary to 
have a ranking function that allows order the 
documents retrieved according to degree of 
relevance to a query entered. In this work, is 
proposed a novel algorithm that introduces genetic 
programming into boosting procedure technique 
(this technique is usually utilized to improve 
model’s performance). It indicates that the 
functions obtained in their proposed method, 
produce better results than several algorithms 
specified in other jobs.  

In [3], a learning algorithm is defined, which 
uses various similarity measures to blend using a 
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linear regression algorithm to obtain the degree of 
semantic similarity between pairs of phrases. It 
presents the UKP system. Their system uses a log-
linear regression model, which is trained on the 
data set train, to combine various text similarity 
measures of several complexities and forms. UKP 
participated in the pilot Semantic Textual Similarity 
(STS) in SemEval-2012 test and it obtained the 
three best performance on official metrics 
evaluation. As conclusion, author proposed a 
research walk to inspect the performance of a 
system that combine the output of several systems 
that participle in a single linear model. 

A particular problem of detecting similarity in 
texts, it is when texts are of short length, this is due 
to the little information that it has to carry out that 
task [39]. In [8], this issue is addressed, mainly, in 
the detection paraphrase short documents, where 
paraphrasing is understood as an intellectual 
activity that consists of transferring own words the 
ideas expressed above [55]. He uses various ways 
to detect the similarity of short texts, those based 
on Overlap of words (Dice, Jaccard, and Cosine), 
sequence alignment (the longest common sub-
sequence and Levenshtein algorithm), and those 
based on semantic information (Levenshtein, 
Neddleman-Wunsch and the Smith-Waterman 
algorithm with semantic information). Conceptual 
graphs are used for generation of summaries 
in [44, 45]. 

The aim in Carmona’s thesis, was that the 
results of the similarity measures were combined 
to get a new similarity measure (by an optimization 
algorithm) to improve textual similarity. 
Optimization algorithm used in his work was 
genetic programming, with which it was combine 
basic steps to obtain the best results. The results 
of applying the genetic program are superior to the 
results of the baseline in both sets of data. The 
author concludes that their proposed approaches 
maintain competitiveness in the task detection and 
detection paraphrases reuse. 

Also, [69] worked with text similarity of short 
length in a general query suggestion scenario 
(methods usually focus on recommending queries 
that are the most relevant or similar to the input 
query [31]). Firstly, a new similarity measure was 
proposed: Web-relevance similarity measure. This 
measure uses a keyword extraction system as the 
weighting function in a vector space model 

representation. On the other hand, two learning 
approaches were used to leverage the strengths of 
different similarity measures (including Dice, 
Jaccard, Cosine, KL-divergence [42], Web-based 
kernel [59] and their Web relevance similarity) 
because no reason to believe that any measure is 
ideal for all applications, and all similarity 
measures have different coverage. In first 
approach, once obtained several similarity scores 
(of different similarity measures), a regression 
function was used to learn a similarity metric 
(Metric learning), where the goal was to learn a 

function in two segments 𝑞 and 𝑠 𝑓𝑚(𝑞𝑖, 𝑠𝑖) >
 𝑓𝑚(𝑞𝑗 , 𝑠𝑗) such that output measure indicated 

that question 𝑞𝑖 and 𝑠𝑖 were more alike compared 

to 𝑞𝑗 and 𝑠𝑗. In second approach preference 

ordering was learned (preference 𝑎 ≻ 𝑏 can 

mean that 𝑎 is an algorithm that out performance 

𝑏 on a certain problem [6]). Then, given the labeled 

preference for each pair of questions can be train 

a binary classifier to predict if a question 𝑞𝑖 is 

preferable than 𝑞𝑗.  

Test data set was created by taking a random 
sample of 365 thousand queries from the top 1 
million of most frequencies queries in 2005. Their 
results compare the quality of similarity metrics 
mentioned before as well as the learned similarity 
functions of two approaches. Their Web relevance 
similarity is better than methods existing in the 
state-of-art, and both Metric learning and 
Preference learning showed best results than other 
similarity metrics. 

Support vector machine use a kernel which is 
responsible to data transformation and so allow an 
appropriate classification. Details with this 
technique are precisely the kernel, since the 
definition of an adequate kernel is not trivial. 
Although exists many methods for this definition, 
each problem requires a different kernel in specific 
objective, which limits definition to domain experts. 

In [64], using a genetic program (specifically 
symbolic regression) in order to evolve the kernel 
in SVM and their parameters to improve results in 
classification task. His method is called KGP and 
was evaluated with several data sets from UCI 
repository [65]. His proposed method uses at 
terminal nodes (in syntactic trees used in genetic 
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programming) the basic kernels of SVM 
(polynomial, Gaussian or Sigmoidal). Symbolic 
regression evolves their kernels in an iterative 
process. The proposed method was compared to 
another similar model (SVM-GRID). SVM-GRID 
found the optimum parameters of a Gaussian 
kernel. The results show that KGP gets an aptitude 
upper of 95% in three data sets, on the other and, 
SVM-GRID indicates best results in other five 
data sets. 

As we can see, exist several data modeling 
techniques that can be used to improve results in 
NLP task, but any of the works showed proposed 
a general method that solves different NLP task. 
From these works, we proposed a method that is 
used in many NLP task, which allows improve 
results when this task use a gold standard 
corpus  evaluation. 

3 Proposed Method 

In this paper, a liable method to improve the 
performance of ATS systems which are evaluated 
by a gold standard is proposed. Then, the 
proposed method stages are described. In section 
5, we describe the application of the proposed 
method on ATS task where the method has been 
successfully applied. 

3.1 Main Stages 

The proposed method includes the following: (1) 
corpus of a specific ATS task with their respective 
gold standard evaluation; (2) a model of 
representation that allows depict the corpus which 
provide a solution to ATS task; (3) the topline for 
the corpus used; and (4) a data modeling 
technique that allows approximate the topline 
values. Then these elements are described. 

Corpus and Gold Standard. The corpus used 
must be of a specific ATS task. Moreover, this 
corpus must have a gold standard which contains 
the results of the test set and annotations that 
allows evaluate such task. 

Representation Model. To facilitate the 
relevance of estimation process, corpus of text 
documents need to be transformed into a form that 
can be effectively processed by computers [16]. 

One of the most used representation model is the 
Vector Space Model [58, 61, 62], in this 
representation the dimensions of each text 
document corresponding to individual features 
such as words, concepts, collocations, word 
senses or others. Other representation models can 
be trees or graphs. 

Topline. The best result obtained for the given 
collection, is called topline [36]. Topline describes 
the ideal behavior of an ATS system. This heuristic 
can be obtained of different forms, but it also finds 
the best combination of the sentences, words, 
concepts, collocations or other text document 
representation that obtained the best result in the 
ATS system evaluated with their respective gold 
standard. For this work, the topline should be 
describe the ideal behavior of an ATS task. 

Data Modeling Technique. This technique 
should allow approximate or find the best model 
that describes the data topline, that is, enable 
modeling the best combination of features 
(sentences, words or others) who obtained the 
best results in ATS task evaluated. Data model 
techniques can be: regression analysis techniques 
(lineal, no lineal and logistic regression), neural 
networks, symbolic regression or others. The only 
restriction is that the used technique must return a 
model (mathematical, algorithmic, physical or 
otherwise) which would give solution to ATS task. 

3.2 Algorithm 

Regardless of the representation model, the 
method to extract the topline, and data modeling 
technique, the application of the proposed method 
consists of the following main steps: 

1. Depict the corpus under a model of appropriate 
representation for the ATS task. 

2. From selected representation model, test all or 
most of the possible combinations to find the 
best result for each element of the gold 
standard being evaluated. This way obtaining 
the set of characteristics that were selected for 
the best results. This data set is the topline. 

3. Once obtained the topline, it can form a set of 

related data (𝑐, 𝑓), in which 𝑐 indicates the 

characteristic that was used to obtain the most 
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similar to the gold standard results and 𝑓 

indicates the frequency with which this feature 
it was used throughout the evaluation. 

4. The data set (𝑐, 𝑓) is the input set for the data 

modeling technique. The selected approach 
should find a model that describes the set 

(𝑐, 𝑓) obtained from the topline. The output of 

this step is a model. 

Model obtained in previous step is the best 
approach with respect to the topline obtained from 
the gold standard, therefore, this model must 
return the best results evaluating all data in the 
ATS task. To verify this, the model obtained should 
be evaluated with the truly data set of the ATS task. 

4 Proposed Method Applied to ATS 

ATS consists in reducing the size of a text while 
preserving their information content [40]. There is 
abstractive and extractive text summarization [28, 
62, 67]. An abstractive summary consists of novel 
phrasings describing the content of the original 
(which might be paraphrased), and an extractive 
summary only contains whole of literal portions 
extracted from the original [28]. In this paper, 
extractive ATS, is used. 

ATS task requires to determinate what features 
must be considered to meet the desired quality. 
Traditional methods focus on sentences and define 
scores according to their meaning. The features 
includes keywords, position in the sentence, and 
certain linguistic information [26]. 

One of the most used features in automatic 
extractive summaries has been the position of the 
sentence within a document [14]. Many studies 
tried to model summaries made by humans, using 
the position of sentences within documents [4, 14, 
19, 26, 47, 61, 66]. According to [14], the sentence 
relevance is assigned by ordinal position within the 
text, giving more weight to the first sentence of that 
document to the last sentence thereof. Several 
models that have been used to measure the 
relevance sentence in a document are showed 
in Table 1. 

Although these models have been successful in 
their experiments, they do not reflect how a human 
makes a summary. Therefore, the first 
approximation of the proposed method in this 
paper is to find a model that describes the 
relevance sentence position in a document and 
their frequency to be part of a summary. 

The stages of proposed method for ATS 
are described: 

Corpus with Gold Standard: To prove the 
proposed method in automatic extractive text 
summarization, we use the DUC01 and DUC02 
collection. DUC01 contains 309 news articles in 
English, where each one has the golden 
summaries created by two different people. 
DUC02 contains 567 news articles in English of 
different lengths and different topics. Also, the two 
gold standard summaries were created by two 
human experts. 

Representation Model: The representation 
model selected is the vector space model, where 

Table 1. Models used to measure the relevance sentence in a document 

Work Feature Model 

[47] 
Word 

position 

𝑓(𝑖) =
𝑛−𝑖+1

𝑛
 (1) 

𝑓(𝑖) = 1/𝑖 (2) 

𝑓(𝑖) = (
1

2
)

𝑖−1
 (3) 

[4] Sentence position 𝑓(𝑖) = √(1/𝑖) (4) 

[20] Sentence position 
𝑓(𝑖) = 𝑡(𝑖 − 𝑥) + 𝑥  

𝑥 = 1 +
(𝑛−1)

2
 (5) 
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in each element represent a sentence from the 
document to summarize. 

Topline: In work of [60], topline was obtained 
trying all combinations of sentences in one 
document. The best combination of sentences, 
which has the highest score is chosen as topline 
result for a given document. The topline was 
obtained for 309 documents of DUC01 collection, 
and 567 documents of DUC02 collection. 

Data modeling technique: The selected 
technique to model topline data is symbolic 
regression. We use symbolic regression because 
is a viable technique to the problem of data 
modeling, and does not assume the answer 
to structure. 

From topline obtained by [60] can be get the set 
of related data (𝑐, 𝑓) where 𝑐 indicates the position 

of sentence and 𝑓 indicates the sentence 
frequency that was selected to be part of a 
summary in the DUC01 and DUC02 collection. The 
data set (𝑐, 𝑓) can be graphically represented, see 
Fig. 1, for topline of DUC01 and, see Fig. 2, for 
topline of DUC02 collection. Topline results are 
normalized to 1. 

The fourth step of the algorithm indicates that 
set (𝑐, 𝑓) can be modeled by a data modeling 
technique. As mentioned above, data modeling 
technique selected was symbolic regression. To 
obtaining the models that describes data showed 
in Fig. 1and Fig. 2. Several experiments were 
realized used symbolic regression. 

On one hand, to describe the topline of DUC01 
collection, four models were obtained. These 
models are showed in Eqs. (6, 7, 8, 9), where 𝑋 
indicates the position of the sentence inside of 
the document. 

𝑓(𝑖) = (16.72 +  
7587

𝑋3
−  (5.9 ∗ 10−7)𝑋4

−
19430956

2.74𝑋2
−  26𝑋9

)
−0.03443𝑋

, 
(6) 

𝑓(𝑖) =
7

8
𝑋

1

2
(−

374236𝑋

−(−22)7−𝑋+439√𝑋+6039598
 − 

1

58
𝑋√

7

2
 −

4

 7
)
, (7) 

𝑓(𝑖) =
12371𝑋

5

2  +  101671

−474𝑋
7

2 +  𝑋6 +  12371𝑋3 +  101671𝑋
, (8) 

𝑓(𝑖) =
114𝑋 −  233𝑋2

166 −  192𝑋2 (√𝑋 +  103
1

25
𝑋)

. 
(9) 

On the other hand, four models were obtained 
to describe the topline of DUC02 collection. These 
models are showed in Eqs. (10, 11, 12,13). 

𝑓(𝑖) = (
4𝑋

−𝑋2 +  𝑋 −  1883.84
) + (

3𝑋

𝑋2 +  2𝑋
), (10) 

𝑓(𝑖) = |
99.95 − |𝑋| +

𝑋 + 97.94

𝑋2
−  𝑋

|𝑋2| −  2𝑋 +  197.89
| , (11) 

𝑓(𝑖) =  

𝑋 − 1

1.04464 − 0.478469𝑋
+

0.957266

𝑋3
− 1.47847𝑋 + 95.48

(𝑋 − 1.09)(2𝑋 − 1.04464) + (
95.48

𝑋
− 0.47847𝑋) (2𝑋 −

1

𝑋
)

, (12) 

 

a) 

 

b) 

Fig. 1.a. Representation of data set: sentence position – frequency (Topline) for DUC01 collection) 
Fig. 1.b. Representation of data set: sentence position – frequency (Topline) for DUC02 collection 

Computación y Sistemas, Vol. 23, No. 1, 2019, pp. 127–141
doi: 10.13053/CyS-23-1-2921

Eder Vázquez, Yulia Ledeneva, René Arnulfo García-Hernández134

ISSN 2007-9737



𝑓(𝑖) =
41.3294

15.53+𝑋2−2𝑋+
704.55

𝑋

+
𝑋2+ 4𝑋−663.61

−2𝑋3− 665.61𝑋 −
31.06

𝑋

, 
(13) 

To know if the obtained models by symbolic 
regression describe the behavior of topline, it was 
evaluated against same topline.  

In addition, the models were evaluated, shown 
in Table 1. The fitness function used to evaluate all 
models was the absolute error metric, to obtain the 
true error and facilitate comparison to 
other models. 

The absolute errors obtained from evaluating 
the models described in Table 1and the models 
described in Eqs. (6, 7, 8, 9) with the topline of 
DUC01 collection, are shown in Table 2. In Table 
3 are shown the absolute errors obtained from the 
evaluation of the models described in Table 1 and 
the models described by the Eqs. (10, 11, 12, 13). 

On one hand, models obtained by the proposed 
method gets lowest error in both, topline of DUC01 
and topline of DUC02. On the other hand, of the 
models described in the state-of-the-art, the model 
of [4], described by Eq. (4) is the one that gets the 
lowest absolute error for topline of DUC01 
and DUC02. 

The models obtained by symbolic regression 
used topline of DUC01 and DUC02 as input data 
set obtains the lowest absolute errors respectively. 

The last step in algorithm of proposed method, 
indicates that the model obtained in fourth step it 
must be evaluated with actual data from ATS task. 
Because the models shown above were obtained 
from DUC01 and DUC02, it is necessary to test 
each model with the data corpus for which it 
was obtained. 

It is necessary apply the models obtained to a 
method of ATS task to evaluate the models. In this 
work, the method selected to test each model is the 
method proposed by [19], which is based on a 
genetic algorithm. In method of [19], all parameters 
that the genetic algorithm use are calculated 
automatically considering the structure of the 
source text (considering the number of sentences 
that the document contains).  

Basically, the genetic algorithm of [19] selected 
the sentences that generates a good summary. 
The main of the genetic algorithm, is the fitness 
function used to guide the evolution, which is 
composed by two elements: coverage and 
sentence position. 

Coverage measure the similarity between 
resultant summary and the source document which 
implies that a best summary should contains the 
most frequent words (or text unit) with respect to 
the original text, in addition to including the most 
important information (non-redundant). 

Sentence position is the model used to 
calculate the importance of a sentence to be part 
of the summary, it based on their position. Fitness 
function used in [19] : 

Table 2. Model error obtained by evaluated topline of 

DUC01 

Work Model Absolute Error 

[47] 

Eq. (1) 9.4203 

Eq. (2) 4.0000 

Eq. (3) 5.3125 

[4] Eq. (4) 2.1687 

[20] Eq. (5) 8.1873 

Proposed 

Eq. (6) 1.6018 

Eq. (7) 1.2505 

Eq. (8) 1.0209 

Eq. (9) 1.0049 

Table 3. Model error obtained by evaluated topline of 

DUC01 

Work Model Absolute Error 

[47] 

Eq. (1) 11.3669 

Eq. (2) 3.7368 

Eq. (3) 5.2327 

[4] Eq. (4) 1.9976 

[20] Eq. (5) 9.9515 

Proposed 

Eq. (10) 1.3828 

Eq. (11) 0.6780 

Eq. (12) 0.5693 

Eq. (13) 0.5463 
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𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛽 × 𝛿, (14) 

where 𝛿 is the model of sentence position indicated 

in Eq. (5), and 𝛽 is the coverage feature described 
by Eq. (15). 

𝛽 =  
∑ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑝, 𝑇)𝑚

p={word ∈  𝑆}

∑ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑞, 𝑇)𝑚
q={word ∈ 𝑇} 

. (15) 

4.1 Experimental Results 

Genetic algorithm of [19] is the base to test the 
models obtained by topline of DUC01 and topline 
of DUC02. In fitness function showed in Eq. (14), 
we replaced the sentence position model (𝛽) used 
by [19], for each of the models obtained in this 
work. And the coverage feature (𝛿), that [19] use 
words as text units, we use different text units 
based on n-grams, specifically: 1-grams, 2-grams, 
and 3-grams in word level. 

The ROUGE evaluator is used to evaluate the 
experiment realized in each DUC collection. The 
ROUGE evaluation toolkit  is used to evaluate our 
results because it has a highly correlation with 
human judgments [38]. It compares the summaries 
generated by a system to the human-generated 
(gold-standard) summaries. For comparison, it 
uses n-gram statistics. Our evaluation is done 
using n-gram (1, 1) setting of ROUGE, which was 
found to have the highest correlation with human 
judgments, namely, at a confidence level of 95%. 
ROUGE evaluates the f-measure that is a balance 
(not an average) of recall and precision results. 
The results are presented for ROUGE-1 and 
ROUGE-2 metrics to 100 words. 

Table 4 shows the ROUGE-1 results obtained 
by the models applied to DUC01 collection, and 
Table 5 shows the ROUGE-2 for the same 
collection. Table 6 and Table 7 shows the ROUGE-
1 and ROUGE-2 applied to DUC02 
collection respectively. 

The results obtained by applying the different 
models that describe the importance of the 
sentences position to generate a text summary, 
both the models of the state-of-the-art, as well as 
the models obtained by the method proposed in 
this work, it can be observed that, the less the 
absolute error when comparing the model used 
with the topline of dataset, better results are 
obtained in the evaluation. 

Because the models obtained and described by 
the Eqs. (6, 7, 8, 9) for DUC01, and by the Eqs. 
(10, 11, 12, 13) for DUC02, were obtained by trying 
to reduce their error compared to the topline of 
each dataset, that is, by decreasing their absolute 
error, it is to be expected that the more accurate 
the model, the better results it would obtain. 

In Table 8, sorted results of ROUGE-1 and 
ROUGE-2 evaluations applying the method of [19] 

Table 4. Model error obtained by evaluated topline of 

DUC01 

Text unit  

1-gram 

 

2-gram 

 

3-gram Model 

Eq. (1) 0.44615 0.44392 0.44548 

Eq. (2) 0.44335 0.44460 0.44337 

Eq. (3) 0.42884 0.43118 0.42604 

Eq. (4) 0.44805 0.44559 0.44287 

Eq. (5) 0.44482 0.44885 0.44549 

Eq. (6) 0.41589 0.41703 0.41562 

Eq. (7) 0.41815 0.41829 0.41770 

Eq. (8) 0.44855 0.44495 0.44384 

Eq. (9) 0.44947 0.44876 0.44534 

Table 5. ROUGE-2 results of models applied to 

DUC01 collection 

Text unit  

1-gram 

 

2-gram 

 

3-gram Model 

Eq. (1) 0.19142 0.19668 0.19660 

Eq. (2) 0.19235 0.19606 0.19551 

Eq. (3) 0.17304 0.17630 0.17418 

Eq. (4) 0.19611 0.19536 0.19620 

Eq. (5) 0.18811 0.19454 0.19441 

Eq. (6) 0.16237 0.16210 0.16329 

Eq. (7) 0.16338 0.16426 0.16222 

Eq. (8) 0.19830 0.19581 0.19662 

Eq. (9) 0.19450 0.19834 0.19713 
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using the models described above for the DUC01 
collection, are showed. The best result for 
ROUGE-1 evaluation are obtained by the Eq. (9), 
which it is the model with least absolute error. For 
ROUGE-2, the best result is obtained by Eq. (8), 
which is the second-best model to DUC01. 

In Table 8, sorted results of ROUGE-1 and 
ROUGE-2 evaluations applying the method of [19] 
using the models described above for the DUC01 

collection, are showed. The best result for 
ROUGE-1 evaluation are obtained by the Eq. (9), 
which it is the model with least absolute error. For 
ROUGE-2, the best result is obtained by Eq. (8), 
which is the second-best model to DUC01. 

In Table 9, sorted results of ROUGE 
evaluations, are showed. For this case, the best 
result for ROUGE-1 are obtained by the model of 
Eq. (13), which it is a model obtained by the 
proposed method and it has the least absolute 
error. The best result for ROUGE-2 are obtained 
by the Eq. (11), which it is the third best model for 
DUC02 topline. 

Table 8. Sorted results of ROUGE-1 and ROUGE-2 

evaluation of models applied to DUC01 collection 

Work Model ROUGE-1 ROUGE-2 

Proposed Eq. (9) 0.44947 0.19450 

[20] Eq. (5) 0.44885 0.19454 

Proposed Eq. (8) 0.44855 0.19830 

[4] Eq. (4) 0.44805 0.19611 

[47] Eq. (1) 0.44615 0.19142 

[47] Eq. (2) 0.44460 0.19606 

[47] Eq. (3) 0.43118 0.17630 

Proposed Eq. (7) 0.41829 0.16426 

Proposed Eq. (6) 0.41703 0.16210 

Table 9. Sorted results of ROUGE-1 and ROUGE-2 

evaluation of models applied to DUC02 collection 

Work Model ROUGE-1 ROUGE-2 

Proposed Eq. (13) 0.48470 0.22792 

[4] Eq. (4) 0.48312 0.22651 

Proposed Eq. (11) 0.48309 0.22935 

Proposed Eq. (12) 0.48269 0.22794 

[47] Eq. (1) 0.48184 0.22762 

[47] Eq. (2) 0.48099 0.22684 

[20] Eq. (5) 0.47870 0.22531 

Proposed Eq. (10) 0.47289 0.21617 

[47] Eq. (3) 0.46371 0.20677 

Table 6. ROUGE-1 results of models applied to 

DUC02 collection 

Text unit  

1-gram 

 

2-gram 

 

3-gram Model 

Eq. (1) 0.47864 0.48184 0.47977 

Eq. (2) 0.47964 0.48099 0.47982 

Eq. (3) 0.45795 0.46371 0.45980 

Eq. (4) 0.48312 0.48295 0.48038 

Eq. (5) 0.47576 0.47779 0.47870 

Eq. (10) 0.47289 0.47253 0.47114 

Eq. (11) 0.48281 0.48309 0.48157 

Eq. (12) 0.47911 0.48269 0.47860 

Eq. (13) 0.48470 0.48273 0.48088 

Table 7. ROUGE-1 results of models applied to 

DUC02 collection 

Text unit  

1-gram 

 

2-gram 

 

3-gram Model 

Eq. (1) 0.22040 0.22762 0.22666 

Eq. (2) 0.22466 0.22684 0.22667 

Eq. (3) 0.19636 0.20677 0.20444 

Eq. (4) 0.22651 0.22894 0.22678 

Eq. (5) 0.21631 0.22460 0.22531 

Eq. (10) 0.21617 0.21950 0.21794 

Eq. (11) 0.22651 0.22935 0.22794 

Eq. (12) 0.22087 0.22794 0.22577 

Eq. (13) 0.22792 0.22872 0.22759 
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5 Conclusions 

In this paper, a novel process based on symbolic 
regression, which makes it possible to obtain 
models that describes the importance of a 
sentence within the source document, according to 
their position in the document, to be used in the 
generation of an extractive text summary. 

First, the four main elements that the method 
needs in general are described, and each of them 
is described in detail. Afterwards, and once 
explained the elements that compose the 
proposed method, it is shown to application of the 
method to automatic extractive text 
summarization task. 

As standard, DUC collections are taken as 
database datasets to test automatic text 
summarization systems, and based on this, it was 
decided to use the DUC01 and DUC02 datasets to 
evaluate and compare the proposed method. 

Because the proposed method obtains models 
that indicate the importance of sentences based on 
its position, and because there are several models 
with the same purpose in the state-of-the-art, it was 
decided to use method of [19] to compare the 
models described in the state-of-the-art-against 
the models obtained in this work. 

Applying the method of [19] and using each of 
the models obtained, for DUC01 and DUC02 
respectively, it was determined that, in general 
terms whereas more accurate is the model 
compared to the data sets being modeled (in this 
case, the topline for each data set), better results 
in evaluation are obtained. 

The work of [19] only uses two sentence 
features, coverage and sentence position. 
Coverage feature are not modified in this work, 
only the sentence position. Modifying the sentence 
position, that is, replacing the model used by [19], 
the models obtained by the proposed method and 
the models used in state-of-the-art, are evaluated. 
It indicates that only with two sentence features, 
coverage and sentence position, is enough to 
obtain competitive results. 

As main contribution, a method to describe the 
behavior of a set of numerical values (as a topline), 
which describes the best result of a natural 
language processing task, are proposed. The 
proposed method was applied to automatic text 
summarization task, and results obtained indicates 

that the model obtained by the proposed method 
obtain best results that model used in state-of-the-
art. Whereas more accurately is the model 
obtained by the proposed method, best result is 
obtained in final evaluation. 
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