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Abstract. Automated ontology population is intended
to enrich ontologies. The main entities of an
ontological model are classes, subclasses, attributes
(datatype properties), relationships (object properties),
and instances. Class instances are important to the
scientific community, since some work is devoted to
automatically populating ontologies by using statistical
methods, information extraction, and natural language
processing, among others. The problem is focused on
identifying and extracting attribute values of instances.
Commonly, such values have a predefined type like
numeric, string, boolean, etc. The difficulty arises when
you want to know which instance belongs to such values.
In this paper we propose an approach based on Natural
Language Processing (NLP) and Information Extraction
(IE) technologies for extracting attribute values. We use
syntactic patterns implemented on the GATE (General
Architecture for Text Engineering) tool. The results are
independent of the application domain and they exhibit
promising values of recall, precision, and F-measure.

Keywords. Automated ontology population,
GATE-JAPE patterns, information extraction, natural
language processing, ontologies.

1 Introduction

Ontologies have some kinds of entities such as
classes, subclasses, attributes, relations, and
instances. Classes represent concepts such as
person, location, means of transportation, etc.
Relations represent a type of association among
concepts: the first argument is the domain and the

second one is the range. Subclasses are types
of subclass-of relation for building taxonomies.
Instances are used to represent either elements or
individuals belonging to a class in the ontology [18].

Datatype properties are attributes with a different
value for each instance of the concept, e.g., color,
measurement, etc. A class definition includes
either properties or instance attributes inherited
from super-classes. For example, if we define a
class called person, we also define an attribute
has age. The subclass employee includes this
attribute. Hence, when we create an instance
employee 1, we need to specify a value of age [18].

Ontology population process has several tasks
[3]. A task is related to the extraction of
relation instances, i.e., founding relations among
the different concepts belonging to the ontology
[13, 6].

Another task, instance extraction, is related
to identify values from any information sources
and assign such values to instances. Several
authors work on different approaches [4] to
ontology population with statistical methods [30,
31], information extraction [11], natural language
processing techniques [24, 7], machine learning
[22], and others [36, 16].

Automated ontology population is intended to
identify concept and relation instances by using
a computational tool. An empty ontology is used
as input and the ontology with the corresponding
instances is the output.
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This process is commonly made by hand, but it
is very expensive in terms of time and manpower.
Automated ontology population is crucial to the
semantic web for structuring web information, so
machines can understand it, and refining the
searches made by users [14].

In the aforementioned proposals, attribute values
can be used to describe an object [5], e.g., number,
color, measure, id, price, and others. Attribute
values have a predefined type: numeric, string,
Boolean, date, double, etc.

The problem arises when gathering the major
amount of attributes values and linking them to
instances of the classes they belong. The state
of the art exhibits a need for automated ontology
population from different sources [8, 23, 40, 26, 15,
41, 32, 38].

In this paper we propose an approach based
on Natural Language Processing (NLP) and Infor-
mation Extraction (IE) technologies for extracting
attribute values. We use syntactic patterns
implemented on the GATE (General Architecture
for Text Engineering) tool.

The natural language processing refers to the
analysis and representation of texts with some
computational tools intended to use linguistic
processing at the morphological, syntactic, and
semantic level [24].

We select the GATE architecture, since it allows
for using information extraction tools and defining
rules with generic patterns in the Java Annotation
Patterns Engine (JAPE) based on the Common
Pattern Specification Language (CPSL) [12, 19].

We extract attribute values belonging to in-
stances of classes into text. In addition, we use
documents belonging to twelve different domains
for testing the process. Promising values of recall,
precision, and F-measure are shown.

This paper is organized as follows: in Section 2
we present the related work; in Section 3 we justify
the problem; in Section 4 we propose the method;
in Section 5 we show the results and discussion.
Finally, in Section 6 we discuss conclusions.

2 Related Work

2.1 Theoretical Concepts

2.1.1 Natural Language Processing

Natural Language Processing (NLP) refers to a
range of computational techniques for analyzing
and representing texts at one or more levels
of linguistic analysis in order to process some
applications and tasks.

Machine translation, information recovery, sum-
mary extraction, intelligent tutors, and voice
recognition, among others, are some of the most
popular NLP tasks [33].

Computational tools are used for linguistic
processing at the morphological, syntactic, and
semantic level. In morphological analysis we
determine the grammatical category of words.

Syntactic analysis comprises the structure of the
sentence and work products e.g., parsing trees and
dependencies.

Semantic analysis refers to the text meaning
by using structures generated from syntactic
analyzers [24, 7].

2.1.2 Information Extraction

IE is concerned with collecting texts in order
to transform them into information to be easily
understood and analyzed. With IE, the fragments
of relevant texts are identified, the relevant
information of the fragments is extracted, and, by
using such information, a coherent structure can
be created. Relevant information contained in
the documents is recognized and structured for
treating it and recovering it [10, 2].

IE researchers aim to find items interesting for
the human analysis from documents. Also, relevant
information should be obtained from IE systems,
while irrelevant information is ignored. IE systems
only deal with specific types of texts with partial
results [10].
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2.1.3 Ontologies

Ontologies are special types of information
collections and they are used to formally model
a system structure, i.e., the relevant entities
and relationships arising from observation with a
particular intention in mind [34]. “An ontology
is a formal, explicit specification of a shared
conceptualization” [35]. An ontology can be
thought of as a set of concepts, relations among
the concepts, and their instances [27].

Concepts are the main component of the major
number of ontology-based formalisms. Attributes
describe properties belonging to two types: (i)
instance attributes describing concept instances
and their values, and (ii) class attributes describing
concepts and their values [18]. Instance attributes
are defined in the context of concepts and they
are inherited to their sub-concepts and instances,
e.g., the concept of natural person has an attribute
instance called identification number [18]. Class
attributes can be designed by using sub-concepts
and instances, e.g., the concept of person has a
class attribute called person type and some of the
values person type can take are natural person and
legal entity [18].

2.1.4 Ontology Population

Ontology population is a process for inserting
concept and relation instances into an existing
ontology [9]. Ontology population process has two
inputs: an ontology and an instance extraction
engine. Such an engine is responsible for
extracting instances of concepts and relations from
a corpus. Next, the extracted list of concept
and relation instances is used for populating the
ontology [27].

Initially, an ontology is required to be populated
by the end of this process. Also, a corpus-text set
and an instance extraction engine is used to find
the instances of both classes and relations in the
corpus [1]. Then, the corpus should be processed
by using the engine described in the Figure 1, so
concepts can be located into the text, and a list with
instances candidates of concepts and relations is
created [27].

These instances are used for ontology popu-
lation. Ontology population process is shown in
Figure 1.

Then, JAPE (Java Annotation Pattern Engine)
is used which is intended to support recognition
of regular expressions by using annotations in
documents. The grammar comprises a set of
phases sequentially running as a cascade of finite
state transducers over annotations [12].

The left-hand-side (LHS) includes an annotation
pattern description while the right-hand-side (RHS)
includes annotation manipulation statements. An-
notations matched on the LHS of a rule should be
referred to the RHS by using labels [19].

2.1.5 Instance Extraction Evaluation

Usually, some methods are used for evaluating
an information retrieval algorithm in the testing
phase. Precision, recall, and F-measure are
criteria needed to evaluate the ontology population
process [14, 28].

Precision is the ratio between the number of in-
stance correctly extracted (NICE) and the number
of instance extracted (NIE). See equation 1:

P =
NICE

NIE
, (1)

Recall is the ratio between the number of
instance correctly extracted (NICE) and the
number of instances in the corpus (NIC). See
equation 2:

R =
NICE

NIC
, (2)

F-measure is the harmonic mean between
precision and recall. F-measure value is near to
zero is the worst case and one is the best. See
equation 3:

F1 = 2.
Precision.Recall

Precision+Recall
. (3)
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Fig. 1. Ontology population process. Source: [27]

2.2 Background

A perceptron algorithm [23] is proposed for
simultaneously learning parameters of local and
global features. Attribute values are extracted from
unstructured texts in the Chinese language. The
approach is based on global features for enhancing
the extraction performance. Two types of global
feature are defined.

The first is called boundary distribution and the
second one is called value-name dependency.
Experiments are carried out on different kinds of
entities, e.g., a mobile phone, for extracting values
of attributes such as CPU, operating system,
screen, camera and memory. Experimental results
exhibit high levels of precision and recall and,
according to the authors, they can be generalized
to open-domain.

A rule extraction approach for word sense
disambiguation in English propositions by using
attribute features [40] is based on the theory of
formal concept analysis. The authors obtained
a precision of 93.2%. A method for extracting
attribute values based on snippet analysis form
a search engine [41] is applied to locate the

candidate attribute values in snippets. Sufficient
training data can be automatically generated by
matching triples back to snippets and titles in
order to avoid redundancy of correct value in
many fragments, all the individual predictions are
assembled together by voting. Experiments on the
celebrity domain reach 85% of precision.

An automatic non-supervised and domain-
independent methodology to extend ontological
classes in terms of learning concept attributes,
datatypes, value ranges, and measurement
units [32] is proposed. Data sparseness of
pattern-based approaches is minimized by using
the web as a massive learning corpus for retrieving
data and inferring information distribution with
highly contextualized queries. The corpus is
automatically updated according to the knowledge
already acquired. Results are manually checked,
showing reliable results and a reasonable learning
performance.

A general methodology for extracting attribute-
value pairs from web pages [38] has two phases:
i) candidate generation, in which attribute-value
candidates are annotated syntactically, and ii)
candidate filtering, where semantically improbable
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annotations are removed. The system is tested
by processing 10 billion web pages in 6 hours
and extracting 10 billion attribute-value pairs. The
system achieves 70% F-measure compared to a
hand-annotated corpus.

An automated method for extracting ontology
attribute-values based on web [42] is proposed.
First, a method based on a seed set is described
and related to the interaction between relevant
sentence selection by including attribute values
and attribute-value extraction. Accordingly, we can
extract and expand the target attribute value set
by the redundancy of web. Then, the authors
construct the seed set by using an automatic
method. Finally, they build hierarchical clusters of
the candidate attribute values. The average of the
experiments they performed obtained precision of
72% and recall of 89%.

A method for extracting sets of attribute names
by using the bootstrapping algorithm [25] on
semi-structured documents, i.e., web documents
is proposed. A method for extracting attributes
and their values from web pages [39] includes
word distributions estimated from plain Web pages.
The word distribution is estimated by consulting
ontologies built from HTML tables for estimating
the probability of each word occurring on Web
pages. They used the Good Turing Estimation in
calculating probabilities and they introduced a rare
role and a sentence role to filter out useless blocks
in Web pages.

A framework for generating attribute value
extractors [29] can be adapted for dealing with
specific types of data sources and incorporating
distinct types of heuristics for achieving good
extraction performance. The experimental results
are at least as good as results in the state of the art.

3 Problem

Ontologies can constitute alternatives for storing
knowledge at the concept and instance level.
Domain experts should find concept names
and their relations and instances for populating
ontologies, but this process is expensive: the
process is time-consuming and hand-made. On-
tology population is needed for obtaining useful
information from texts and comprises enrichment

by means of class and relationship instances by
using an existing ontology as input [2].

Attribute-value extraction linked to instances is
still needed. Even though the state-of-the-art
review exhibits the extraction of attribute values,
some problems still remain: (i) all of the
methods are domain-dependent; and (ii) some
methods ignore the attribute values implied by
the adjectives.

An ontology can be formally defined as we show
in equation 4 [15, 17]:

O = (C,H, I,R,P ,A), (4)

where, C = CC ∪ CI is the set of entities of the
ontology. CC set comprises classes, i.e., concepts
representing entities (for example, Person ∈ CC)
describing a set of objects, class instances in the
CI set (for example Erik ∈ CI ).

H =
{
kind of (c1, c2) | c1 ∈ CC , c2 ∈ CC

}
is

the set of taxonomic relations between concepts,
which define a concept hierarchy. Taxonomic
relationships and are denoted by kind of(c1,c2),
meaning c1 is a subclass of c2, for instance, kind of
(Lawyer,Person).

R =
{
relk (c1, c2, · · · , cn) | ∀i, ci ∈ CC

}
is the

set of nontaxonomic ontology relations, e.g.,
represents(Lawyer,Client).

P =
{
propC(ck, datatype) | ∈ CC

}
is the set

of properties of ontology entities. The relation
propC defines the basic datatype of a class
property. For instance, subject (Case, String) is an
example of a propC property.

I =
{
is a (c1, c2) | c1 ∈ CI , c2 ∈ CC

} ⋃{
propI (ck, value) | ck ∈ CI

} ⋃{
relk (c1, c2, · · · , cn) | ∀i, ci ∈ CI

}
is the

set of instance relations related to
the CC

(
e.g.“is a (Anne,Client)

′′), P(
e.g.“subject (Case12, “adoption′′)

′′) and R(
e.g.“represents (Erik,Anne)

′′) sets.

A = {conditionx ⇒ conditiony (c1, c2, · · · , cn)
| ∀j, cj ∈ CC is a set of axioms and rules
allowing for checking the consistency of
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an ontology and inferring new knowledge
by using some inference mechanism. The
term conditionx is given by conditionx =
{(cond1, cond2, · · · , condn) | ∀z, condz ∈ H ∪ I ∪ R}.
For instance,“∀Defense Argument, Oldcase,
NewCase, applied to (Defense Argument,
OldCase), similar to (OldCase,NewCase) ⇒
applied to(Defense Argument,NewCase)” is a
rule that indicates that if two legal cases are
similar, then the defense argument used in one
case could be applied to the other one.

We can deduce the problem is focused on finding
P, i.e., attribute values. For example, in the natural
language sentence, the red car we should identify
and create car as a class with an attribute called
color. Next, we should create an instance called
car1 and assign the attribute value red to such
instance, i.e., color(car1,“red”).

4 Method

Our proposal is based on Natural Language
Processing (NLP) and Information Extraction (IE)
techniques. We use statistical and computational
methods coming from NLP, but we enrich such
methods by using linguistic features of the natural
language texts.

Information Extraction refers to discover and
structure information contained in texts, i.e., the
extraction of certain entities, relations, and events.

In this work we use Information Extraction
techniques as named-entity recognition and co-
reference resolution.

We develop our system by using the GATE tool
and a pipeline-shaped architecture, i.e., a process
should finish for starting the next one. Our system
requires a text written in either txt or PDF format as
input. The process flow is shown in Figure 2.

Document reset PR (Processing Resource)
refers to removing all the annotation sets and
their contents from the original document, i.e., the
document is returned to its original state. Tokenizer
is used to divide the text into words, symbols,
numbers, space tokens, and punctuation marks.

Gazetteer refers to identifying entity names
based on predefined lists: plain text files with one
entry per line.

An index file (*.def) is required for accessing
lists and a major type is specified for each list,
where a minor type is optionally specified. Lists are
compiled by using finite state machines. Sentence
splitter is used to segment the text into sentences
by using finite-state transducers.

PosTagger includes a lexicon and a rule set
in order to add category features: tags based
on Penn treebank annotations [37]. NE (Named
Entity) transducer (also referred as semantic
tagger) is employed to find terms for suggesting
entities with new token types. Orthomatcher is
based on the entities found with the NE transducer
and adds co-reference information to entities by
using the orthographic information. HashGazetteer
refers to identifying entity names with predefined
lists based on hash tables of words. OntoGazetteer
incorporates mapping between pairs of term lists
and ontology classes. Also, Ontogazetteer is
used to assigns the proper class in case of term
matching [21]. We use both HashGazeteer and
OntoGazetteer in order to find other entity names
and confirm the existing ones.

Then, JAPE-Plus transducer allows for defining
the rules and recognizing regular expressions
in annotations of documents. It comprises a
set of pattern(LHS)/action(RHS) rules running
sequentially. In our system, we take the rules
defined for finding all the coincidences into the
text. The rules are designed for tagging classes,
instances, and attribute values, but we focus on the
extraction of attribute values, the target of our work.

We designed a system with a total of 139 generic
syntactic rules created by hand, and we proved
it in several domains. The rules can be used
for extracting ontology elements (specifically for
attribute values). We create 40 rules in total. Those
rules allow for extracting attribute values from
any document and assigning them to a property
belonging class.

Adjectives before nouns contain information
about attribute values. For this reason, we
create a series of categories as: Appearance,
Authenticity, Brightness, Color, Condition, Cooking,
Difficulty, Dimension, Distance, Distributive, Do-
main, Feelings, Justification, Materials, Numeric,
Opinion, Origin, Personality, Position, Primacy,
Purpose, Qualification, Quantity, Religion, Shape,
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Fig. 2. Extraction process of attribute values Source: The authors

Similarity, Size, Smell, Sound, Speed, State, Taste,
Temperature, Texture, Time, Touch, Type, Use,
Value, and Weather.

Each category includes several adjectives. For
example, difficult, hard, easy, and simple are
adjectives belonging to difficulty.

If an adjective is followed by a noun, this
adjective or attribute value should belong to an
instance of the class represented by the noun
found. Such categories have been implemented
into the JAPE language.

For example, the sentence you are an authorized
person has the following morphological informa-
tion: You (personal pronoun), are (Verb, non 3rd

person singular present), an (determiner), autho-
rized (adjective), and person (noun). Accordingly,
the system should identify person as a class. Then,
the system searches into the rules whether the
adjective matches the LHS part (pattern) of the
JAPE rule depicted in Figure 4.

The first part of the rule (phase, input, and
options) comprises the configuration parameters.
The second part (macro: Atrib authenticity) is
invoked several times by the main rule (third part),
including the words belonging to this category
(real, actual, and authorized). We should ascertain
the words are tagged as adjectives.

The third part (Rule:Authenticity) is the pattern
(main rule).
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Fig. 3. Ontology example. Source: The authors

Table 1. Results of precision, recall, and f-measure in twelve different domains. Source: The authors

XXXXXXXXXXDomain
Criteria NICE NIE NIC precision recall F-

measure
Freeze Drying Domain 39 41 42 95,12% 92,86% 93,98%

Showiz Domain 78 80 83 97,50% 93,98% 95,71%
Agriculture Domain 560 630 650 88,89% 86,15% 87,50%

Mental imagery
Domain 49 51 54 96,08% 90,74% 93,33%

Air Security Domain 67 72 75 93,06% 89,33% 91,16%
Tuorism Domain 38 40 43 95,00% 88,37% 91,57%
Finance Domain 91 95 105 95,79% 86,67% 91,00%
Politics Domain 50 54 56 92,59% 89,29% 90,91%
Music Domain 68 72 75 94,44% 90,67% 92,52%
Legal Domain 165 180 187 91,67% 88,24% 89,92%
SMS Domain 490 529 560 92,63% 87,50% 89,99%

Twitter Domain 80 84 88 95,24% 90,91% 93,02%
Overall 94,00% 89,56% 91,72%

In the aforementioned example, the macro is
searching for the word “authorized” in the macro
“atrib authenticity.” Also, the next word should be a
noun, i.e., “person.”

When the LHS part is true, the RHS part should
be run. Then, the word person is tagged as a
class. After, we should tag an attribute called
has Authenticity and link it to the class. Also,
authorized is recognized as an attribute value
belonging to the person class.

We save all labels and information extracted in
a file with XML extension by using the exporter.
ExtractorJK needs as input the XML file. Then,
an ontology is automatically created with all the
information of classes, attributes, and instances. In
our example, the person class is created with an
attribute called has Authenticity.

After, we create a generic instance called
person 1 and assign authorized as attribute
value belonging to the instance in the field
has Authenticity. Finally, we create a file of exten-
sion OWL with the ontology populated with attribute
values found in the text by using ExtractorJK. This
process is completely automated.

5 Results and Discussion

Our approach is a contribution on the field
of automatic ontology population. The main
contribution is related to find adjectives preceding
nouns and containing attributes values. For
example, we use a document as input with the
sentence the red car, which has the following
morphological information: The (article), red
(adjective), and car (noun). Accordingly, the
system identified car as a class.

Then, the system searched into the rules
whether the adjective matched the LHS part
(pattern) of the JAPE rule, and how it was found
in the color category, the system assigned car1 as
instance and red color as an attribute value, and
it was represented as “has color red”, and its type
is string. The system processed the input text and
generated OWL file with the ontology; then, the file
was loaded in Protégé Software, which it generated
the ontology depicted in Figure 3.

Likewise, we obtained a test document pre-
sented in a the finances domain [20]. The
document has a total of 75 instances and they
obtained 80% of precision, 70% of recall, and
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Fig. 4. JAPE rule for extracting attributes values.
Source: The authors

75% of F-measure in the instances extraction,
but excluding the attributes values hidden in the
adjectives. If we consider attribute values, recall
falls to 50% and F-measure falls to 61.9%. We
used the same document and we manually count
75 possible instances (and 30 more instances by
considering the values hidden in the adjectives).
Then, we processed the document with our system
and we obtained 95.79% of precision, 86.67% of
recall, and 91% of F-measure. In this way, we
demonstrate the precision and recall of our method
is bigger. Something similar could happen to
systems found in the state of the art, since recall
and F-measure considerably fall when attribute
instances are included.

We test the system in twelve distinct domains:
freeze drying, legal, agriculture, showbiz, mental
imagery, air security, tourism, finance, politics,
music, SMS messages, and Twitter conversations,
in order to prove domain independence. Results
are shown in Table 1. In average we obtained
94% of precision, 89.56% of recall, and 91.72% of

F-measure. Such results include the adjectives as
attributes values.

Results showed the system received a written
document at natural language, extracted classes,
created an instance and attributes values was
assigned to the instances. The extraction was an
automated process, so, users did not intervene.

The system used Reset, Tokenizer, Gazetteer,
Sentence Splitter, PosTagger, NE transducer,
Orthomatcher, HashGazetteer, OntoGazetteer and
JAPE-Plus processes. Then, the OWL file
was obtained, which could be shown in an
ontologies editor.

Experiments in the Table 1 showed the three
criteria: precision, recall, and F-measure, which
exceeded the 85%. Thus, we demonstrated
the combination of natural language processing,
information extraction, adjective categories, and
GATE tools, allowed for a high performance in
order to extract both classes and attributes values.
In addition, we highlight most adjectives before
nouns contain information about attribute values,
and such information is domain-independent.

Our system only works with documents lower
than 100 pages, but our system is automated,
what is better compared to other semi-automatic
methods [36, 14, 26]. Also, our system can find
attribute values hidden in the adjectives, increasing
the number of instances identified.

6 Conclusion and Future Work

In this paper we proposed an approach for
automatically extracting attribute values from
natural language. Our resulting system receives
a document in either PDF or TXT format as
input. Such a document is then processed by
using natural language processing and information
extraction techniques.

Specifically, the system includes syntactic
GATE-JAPE patterns in order to label entities like
classes, relations, instances, and attribute values.
An important contribution of this paper is related
to find adjectives preceding nouns and containing
attributes values, so we create forty categories for
classifying adjectives from natural language text.
The categories of the classification are used to
assign the name the attribute to the class and
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then save the adjective as attribute value into
the instance. Most of the methods for ontology
population miss the adjective values, thus the recall
of these methods should approximately decrease
between 15% and 20% and f-measure falls to 10%
to 15%.

We used the file with extension XML (saved
in the Exporter process), which contains all
the labels and information extracted from text.
Also, we programmed in the Java Language the
process called ExtractorJK in order to generate the
ontology into file extension OWL as an output.

We used twelve different domains in order to
test the domain independence of our system.
We evaluated the system by using three criteria:
(i) precision; (ii) recall, and (iii) F-measure.
Our system exhibited good performance in the
proposed domains compared to others methods.

As future work, we plan to test more domains
where the ontologies can be seen as valid systems
for building knowledge bases. Also, we want to
extract relationships among classes and instances.
Finally, we intend to implement a system in the
Python NLTK tool for comparing our results.
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