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Abstract. The exponential increase in the volume of 
data in our daily life needs to be managed and analyzed 
properly to get knowledge and benefit out of that. A drug 
review dataset obtained from the UCI machine learning 
repository has six parameters namely drug-id, name, 
condition, review, rating, and usefulness count out of 
which we have filtered a subset of the dataset based on 
the eight conditions. Exploratory Data Analysis (EDA) 
and Sentiment Analysis (SA) are then applied to the 
filtered data set. EDA shows the total number of 
medicines used for all light conditions, number of 
reviews per condition, five most popular drugs based on 
usefulness count, number of drugs per condition, etc. SA 
is performed on the filtered dataset, in which twenty-
eight drugs are compared based on rating and polarity 
where three drugs Lisdexamfetamine, Vyvanse, 
Lamotrig ine are found to be the best in the view of 
customers as  per  their  rating  and positive   polarity 
and Suvorexant is the drug found to have negative 
polarity and least rating. 

Keywords. Drug review, exploratory data analysis, 
adverse drug reaction, subjectivity, polarity. 

1 Introduction 

In this digital world, people do not have time to 
spend for their day-to-day activities physically. 
Therefore, they depend on several electronic 
activities such as purchasing goods, an 
appointment with doctors, bank transactions, and 
so on. In the current time, every need of human 
beings is satisfied by electronic means. While 
purchasing goods, a user's first choice is a trusted 
website then the user checks the customer 
feedback and rating. By analyzing such things, we 

get ready for purchasing such products. Many 
datasets are available related to Amazon product 
review [19].  

Similarly, there are several aspects of health 
sectors on which we focus such as patient review 
on choosing a hospital for treatment, health check-
up, drug review, a side effect of drugs dosage and 
effectiveness, etc. [11].  

Clinical-social-personality is the standard of 
measurement in health-related sentiment analysis 
[12]. This helps the drug makers by giving them 
opinion of drug users.  

The rest part of the paper is organized as 
follows. Section 2 presents the related work. 
Section 3 presents the methodology for the 
proposed approach, which contains data 
description, exploratory data analysis, and 
sentiment analysis. Section 4 describes the 
experimental results and discussion. Section 5 
concludes the paper and identifies certain future 
research directions. 

2 Related Work 

In the present scenario, the drug is an essential 
aspect of human life. Many researchers are 
working on drug reviews so that common people 
can get an idea about the best drug for a particular 
disease. Cavalcanti et al. [1] suggested a new 
unsupervised and knowledge-based method for 
the extraction of aspects in drug reviews.  

Hiremath et al. [2] focused on a case study to 
develop a clinical decision support system for 
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personalized therapy process using aspect- based 
sentiment analysis.  

The process is carried out on drug review data 
to determine whether the patient’s behavior 
towards a medicine, product, treatment, etc is 
positive, negative, or neutral using Natural 
Language Processing techniques. The polarities 
obtained are compared for further analysis of the 
patient reviews for a better clinical decision system.  

Das et al. [3] developed a learning model that 
can be trained to predict the disease type when 
provided with a drug name and its corresponding 
review. To mitigate the above- mentioned issue, 
the authors presented and compared various 
machine learning-based prediction models and 
their performance compared based on metrics 
such as precision, recall, F1-Score, and accuracy. 

Vijayaraghavan et al. [4] worked on analyzing 
reviews of various drugs which have been 
reviewed in the form of texts and have also been 
given a rating on a scale from 1-10. We had 
obtained this data set from the UCI machine 
learning repository which had 2 data sets: train and 
test (split as 75-25%). We had split the number 
rating for the drug into three classes in general: 
positive (7-10), negative (1-4), or neutral (4-7). 
There are multiple reviews for the drugs that 
belong to a similar condition and we decided to 
investigate how the reviews for different conditions 
use different words impact the ratings of the drugs. 

Our intention was mainly to implement 
supervised machine learning classification 
algorithms that predict the class of the rating using 
the textual review. We had primarily implemented 
different embedding such as Term Frequency 
Inverse Document Frequency (TFIDF) and the 
Count Vectors (CV). Authors had trained models 
on the most popular conditions such as ”Birth 
Control”, ”Depression” and ”Pain” within the data 
set and obtained good results while predicting on 
the test data sets. 

Shiju et al. [5] built different classification 
models to classify user ratings of drugs with their 
textual review. Multiple supervised machine 
learning models including Random Forest and 
Naive Bayesian classifiers were built with drug 
reviews using TF-IDF features as input. Also, 
transformer-based neural network models 
including BERT, BioBERT, RoBERTa, 

XLNet,ELECTRA, and ALBERT were built for 
classification using the raw text as input.  

Overall, BioBERT model outperformed the 
other models with an overall accuracy of 87%. 
Compagner et al. [6] focused on characterizing the 
sentiment of online medication reviews of Selective 
Serotonin Reuptake Inhibitors (SSRIs) and 
Serotonin–Norepinephrine Reuptake Inhibitor 
(SNRIs) used to treat depression. The publicly 
available data source used was the Drug Review 
Dataset from the University of California Irvine 
Machine Learning Repository. This study utilized a 
sentiment analysis of free- text, online reviews via 
the sentimentr package.  

The result shows that average sentiment was 
higher in SSRIs compared to SNRIs (0.065 vs. 
0.005, p < 0.001). The average sentiment was also 
found to be higher in high-rated reviews than in 
low-rated reviews (0.169 vs. −0.367, p < 0.001). 
Ratings were similar in the high-rated SSRI group 
and high-rated SNRI group (9.19 vs. 9.19). 

Gräßer et al. [7] proposed a new approach that 
includes different steps. First, extra parameters are 
added to the review data by applying VADER 
sentimental analysis to clean the review data. 
Then, different machine learning algorithms are 
applied, namely linear SVC, logistic regression, 
SVM, random forest, and Naive Bayes on the drug 
review dataset. To improve this, a stratified K-fold 
algorithm was applied in combination with Logistic 
regression. With this approach, the accuracy 
obtained was increased to 96%. 

Mishra [19] performed sentiment analysis of the 
reviews of drugs given by the patients after the 
usage using the boosting algorithms in machine 
learning. The dataset used, provides patient 
reviews on some specific drugs along with the 
conditions the patient is suffering from and a 10- 
star patient rating reflecting the patient satisfaction. 

EDA is carried out by the customers to get more 
insight and engineer features. To classify the 
reviews as positive or negative three classification 
models such as LightGBM, XGBoost, and 
CatBoost were trained and the feature importance 
is plotted.  

The results show that LGBM is the best 
performing Boosting algorithm with an accuracy 
of 88.89%. In most of the works related to drug 
review dataset, it was found that researchers used 
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supervised machine learning algorithms for 
classification and comparison.  

EDA was performed on the whole dataset in 
[19] to obtain inside features. In this work, we have 
performed EDA on drugs of specific disease so 
that relevant drugs can be compared.  

For this, we have taken drugs having more 
number of reviews for comparison. 

3 Methodologies 

In this section, we have presented the description 
of the dataset used along with EDA which includes 
the result analysis of the drug review dataset, and 
SA which is used to analyze the subjectivity and 
polarity of the dataset. 

3.1 Data Set Description 

The drug review data set was collected from the 
UCI machine learning repository [18]. The dataset 
contains patient reviews subject to specific drugs, 
along with conditions and a 10- point rating 
depending on the fulfillment of the needs of 
patients. The dataset contains six attributes such 
as the name of the drug, disease name marked as 
condition, patient review as review, rating, review 
entry date, number of users who found review as 
useful marked as usefulCount. 

The data was collected from drug review sites 
like druglib.com, drugs.com, etc. The data set is 
represented in two tsv files as train and test. In our 
work, we have joined the two files and extracted 
one subset of the data set by filtering out the data 
based on eight conditions like depression, 
Insomnia, anxiety, anxiety and stress, Bipolar 
disorder, major depressive disorder, ADHD, and 
panic disorder. Then we performed exploratory 
data analysis on the filtered data set. 

3.2 Exploratory Data Analysis (EDA) 

EDA is the evaluative process of execution on data 
to uncover the designs, solve problems, testing 
hypotheses in virtue of analytical and pictorial 
representations. EDA is performed based on 
sample data sets [9]. We can acquire more and 
more perceptions by performing EDA on sample 
data set. In this work, we applied certain analytical 

processes to the filtered data set of drug review 
data set. 

3.3 Sentiment Analysis (SA) 

The process of classifying text into positive, 
negative, and neutral sentiment using different 
methods of NLP is known as sentiment analysis. 
This is used in several areas like a movie review, 
product review, and drug review, and so on. In this 
research we have focused on drug review, 
detecting and monitoring adverse drug reactions, 
or identifying negative or positive sentiment of 
patients is the part of research where sentiment 
analysis is applied on UCI drug review data set. 
[15, 17] We applied text blob analysis on reviews 
obtained from drug users.  

Textblob analysis shows the classification of 
positive, negative, and neutral reviews. Polarity 
obtained lies between the range of -1 and +1. Then 
a comparison of several drugs was made to find 
out the best one. 

4 Experimental Setup and Results 

This section describes the experimental setup 
required for the proposed approach along with 
results and discussion. 

4.1 Experimental Setup 

In this work, we have used the drug review dataset 
for our experimentation. The dataset was taken 
from the UCI machine learning repository [8]. The 
dataset contains parameters such as drug name, 
disease, review of users for a specific drug, rating, 
etc. EDA and SA are performed on the drug review 
dataset. We created a subset of the main dataset 
taking into account eight conditions.  

EDA shows an insight of the subset of dataset 
such as details of medicines used for the said 
conditions, number of drugs per condition, most 
popular drugs according to their usefulness. In 
sentiment analysis part by using textblob in python 
we performed subjectivity analysis to find out 
positive and negative opinions of patients who are 
using these drugs. Polarity was obtained and 
compared with drugs.  
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Table 1. Reviews with usefulness count 

Id Condition Rating Drug Name Review Useful Count 

96616 Depression 10 Sertraline 
"I remem ber reading people 

&#039;s opinions, on... 
1291 

119151 Depression 9 Zoloft 
"I&#039 ;ve been on Zoloft 50mg 

for over two ye... 
949 

62688 Anxiety and Stress 8 Citalopram 
"I work for a large Fire Depart 

ment. I was ha... 
693 

 

Fig.1. Rating vs. useful count 

 

Fig. 2. Number of reviews per condition 

 

Fig. 3. Popular drugs based on counts 

 

  

Fig. 4. Number of drugs per condition 
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Twenty-eight drugs were compared based on 
their polarity and rating and the best medicine was 
obtained. 

4.2 Results and Discussion 

In this section, EDA is performed and results 
are  analyzed. 

Exploratory Data Analysis (EDA) 

The filtered data set contains six attributes with 
eight numbers of conditions.  

The number of medicines used for those conditions 
is 299. Table 1 contains the top three reviews on 
the basis of usefulness count. The users found two 
most popular drugs useful and are Sertraline and 
Zoloft. In this case, condition is depression and 
useful Count are 1291 and 949 respectively.  

We drew a scatter plot on rating verses useful 
Count where the medicine Sertraline and Zoloft 

which is having 10 rating has highest useful count 
as 1291. 
Some users also have given those medicines 9 
rating where useful count is 949 which is clearly 
understood from the scatter plot as shown in 
Fig.  1.  

The bar graph as shown in Fig. 2 shows the 
number of reviews per condition. This graph shows 
highest number of reviews in depression condition 
and lowest number of reviews in panic 
disorder condition.  

The graph shows top five most popular drugs 
on the basis of their usefulness count where we 
found Sertraline, Escitalopram, Citalopram, 
Bupropion, Venlafaxine are top five most popular 
drugs and is shown in Fig. 3.  

From Fig. 4, it is clear that Depression has 
highest number of drugs that is 115 and the 
condition Anxiety and stress has lowest number of 
drugs such as 19.  

Table 2. Mean rating and mean polarity of drugs 

Sl. No Drug name Condition Mean rating Mean polarity 

1 Bupropion depression 7.445 0.097 

2 Sertraline depression 7.497 .066 

3 Venlafaxine depression 6.8 0.053 

4 Pristiq depression 7.218 0.094 

5 Desvenlafaxi ne depression 7.274 0.092 

6 Citalopram depression 7.666 0.081 

7 Escitalopram depression 7.843 0.082 

8 Lexapro depression 7.808 0.081 

9 Cymbalta depression 6.572 0.061 

 

Fig. 5. Mean rating of drugs 

 

Fig. 6. Mean Polarity of Drugs 
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Similar kind of drugs may be used for all the 
conditions. This is shown in Fig. 4. 

 

Sentiment Analysis 

Social media data are useful based on healthcare, 
disease diagnosis and so on. Sentiment analysis is 
the way to facilitate analysis of information 

obtained from social media and gives benefit to 
same kind of users [13]. Self-reported patient data 
can be obtained from social media that gives 
positive impact on other patients [14, 16]. On the 
basis of 8 conditions we have filtered the subset 
from drug review data set. Many drugs are 
suggested for each and every conditions. All the 

 

Fig. 7. Rating vs Count of Lisdexamfetamine 
 

Fig. 8. Sentiment polarity vs. Density of 
Lisdexamfetamine 

 

Fig. 9. Rating vs. sentiment polarity of Lisdexamfetamine 

 

Fig. 10. Rating vs. Count of Vyvanse 

 

 

Fig. 11. Sentiment polarity vs. Density of Vyvanse 

 

Fig. 12. Rating vs. Sentiment polarity of Vyvanse 
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conditions are psychiatric conditions according to 
which popular drugs are selected and 
preprocessed the number of reviews [10]. 

We have performed sentiment analysis using 
textblob module of python for text classification as 
positive, negative and neutral.  

Then analysis is performed to define polarity 
numerically, where polarity ranges from -1 to +1. 
We have taken around 28 medicines on the basis 
of number of reviews. We have considered those 
medicines when the number of reviews must 
exceed 100.All the 28 drugs related to at least 1 
condition and at most 8 conditions because one 
drug can be used to treat several conditions. We 
have compared the drugs on the basis of their 
mean rating and mean polarity. 

The mean rating of 28 medicines represented 
in Fig. 5 shows that according to customer rating. 

Sentiment analysis according to user reviews 
obtained from our experimental study is clearly 
mentioned in Fig. 6. It defines polarity in the range 
-1 to +1. In other words, it defines positive or 
negative polarity. According to graphical 
representation Lisdexamfetamine, Vyvanse, and 
Lamotrigine are having corresponding polarity 
values 0.1204, 0.12, and 0.1075 respectively. 

Lisdexamfetamin and Vyvanse, both are used 
to treat the condition Attention deficit hyper activity 
(ADHD) and Lamotrigine is used to treat the 
condition Bipolar disorder. From the results it was 
found that all three medicines are having nearly 
same positive polarity which is widely accepted by 
the customers. Suvorexant is the medicine used 
for treatment of the condition.  

Lamotrigine is the best medicine which has 
mean rating of 8.113 which is mainly used for 
treatment of bipolar disorder. Polarity of this 
medicine is 0.107. Customers given lowest rating 
to the medicine. Suvorexant used to treat Insomnia 
that is 3.761.So customers are not appreciating 
this medicine properly, so it needs to be improved. 

Insomnia which is having lowest polarity value 
of -0.0108. This shows negative polarity which is 
not appreciated by customers and needs to 
be improved. 

The detailed analysis and description of all the 
three medicines are given below.  

The bar graph as shown in Fig. 7 shows rating 
verses count of Lisdexamfetamine and it shows 
that maximum customers have given 10 star rating 

followed by 9, 8, and 7 rating respectively. The 
histogram as shown in Fig. 8 shows data 
distribution as sentiment polarity verses density.  

The frequency distribution is higher in case of 
positive polarity and lower in case of negative 
polarity, so we can assume that users of this 
medicine have positive sentiment towards it. Fig. 8 
shows that the highest frequency lies between 0 
and 0.25. Fig. 9 shows rating verses sentiment 
polarity of Lisdexamfetamine. It is found that most 
of the customers have given rating 5 where polarity 
is highest. Many customers have also given 8, 9 

 

Fig. 13. Rating vs. Count of Lamotrigine 

 

Fig. 14. Sentiment Polarity vs. Density of Lamotrigine 

 

Fig. 15. Rating vs. Sentiment polarity of Lamotrigine 
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and 10 rating where polarity also 
increases accordingly. 

Vyvanse is same kind of medicine as 
Lisdexamfetamine with negligible difference in 
number of reviews. Fig. 10, 11, and 12 shows the 
features of Vyvanse. 

The histogram as shown in Fig. 14 shows 
sentiment polarity verses density where in spite of 
some existing negative comments there are much 
more positive reviews of customers who have used 
this medicine. So in this case positive polarity is 
found to be higher and hence the product can be 
considered as reliable. 

Lamotrigine sentiment analysis proves it as the 
2nd best suggested medicine in our drug review 
analysis. The graph as shown in Fig. 13 shows 
rating verses count of Lamotrigine, where users 
have given highest 10 star rating to this product 
followed by 9 and 8. So the number of positive 
reviews is more for Lamotrigine. 

From Fig. 15, it is found that many users have 
given 10 star rating followed by 9, 8 and 7. 
Sentiment polarity is highest in case of rating 8. It 
also shows that rating 9 and 10 has more 
positive polarity. 

5 Conclusion and Future Work 

In this particular research, EDA and SA is applied 
on the drug review dataset obtained from UCI 
machine learning repository. On the basis of eight 
considered conditions, dataset was compiled 
because the customers had given more reviews on 
those conditions.  

In EDA, the total number of medicines used for 
all eight conditions, number of reviews per 
condition, five most popular drugs on the basis of 
usefulness count, number of drugs per each 
condition etc. are described where as in SA, 28 
drugs were compared on the basis of rating 
and polarity.  

The drugs such as Lisdexamfetamine, 
Vyvanse, and Lamotrigine are found to the best 
drugs in the view of customers as per their rating 
and positive polarity. Suvorexant was found to be 
the drug having negative polarity and least rating. 
Other than eight considered conditions there are 
also several other conditions and drug classes 
present in the data set and we can categorize the 

drugs into groups and can also analyze the drug 
review dataset for different conditions. 
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