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Abstract. Hatred spreading through the use of language
on social media platforms and in online groups is
becoming a well-known phenomenon. By comparing
two text representations: bag of words (BoW) and
pre-trained word embedding using GloVe, we used a
binary classification approach to automatically process
user contents to detect hate speech. The Naive
Bayes Algorithm (NBA), Logistic Regression Model
(LRM), Support Vector Machines (SVM), Random Forest
Classifier (RFC) and the one-dimensional Convolutional
Neural Networks (1D-CNN) are the models proposed.
With a weighted macro-F1 score of 0.66 and a 0.90
accuracy, the performance of the 1D-CNN and GloVe
embeddings was best among all the models.
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1 Introduction

The development of social media and other
networking sites enables people to discuss and
express themselves. This can be highly beneficial
and can also pose tremendous danger to the
peace of the society. Analysing sentiments in
social media text is an important field of natural
language processing and an integral part of many
applications. Text from social media sites can

contain many risks such as hate speech, fake
news, violence, intimidation, racism and can also
be life-threatening at times [28, 2, 11, 3, 1, 4, 17].

Individuals often share various opinions that can
lead to unhealthy and unequal debate. Fostering a
healthy dialogue is difficult for various social media
sites, with these platforms being forced either to
restrict or shut down users’ comments. This study
focuses on developing a model for detecting hate
speech in English text on an internet forum site.

Humans discriminate against others based on
their affiliations, classifying them as belonging or
not belonging to a shared identity. The freedom
to post online has prompted users to communicate
differently, which can often lead to controversial
outtakes on other individuals or on specific
issues. Occupying different positions in politics and
business is making communication play different
roles in various events. Communication sites
have made several efforts to moderate, but have
restricted capacity. Needless to say, these
moderators must put their time, resources and
effort into managing their platforms against any
form of negativity. The goal of this research is to
detect hate speech in expressions in an efficient
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and accurate manner, as well as to assist in the
interpretation of text views.

Different machine and deep learning models was
used to classify sentences and to access opinions
in Ojo et.al [18]. This offers the edge to examine
the perspectives of people on significant economic
activities by studying their characters. It is really
interesting to analyze these opinions from people
about events and various issues as a way of
knowing what they are thinking of, planning to do
or engaged with at a particular time. In times like
this, when decisions and responses are generated
and modified in seconds, detecting hate speech in
text is extremely necessary. The classification of
text on social media platforms can be done using
text classification tools [22, 12, 10, 15, 19].

In this paper, we used a deep learning approach
to recognize different types of hatred in text and
we focused on dataset from posts on a white
supremacist forum, Stormfront [5]. We tried out
different classification methods known as Naive
Bayes Algorithm (NBA), Logistic Regression Model
(LRM), Support Vector Machines (SVM), Random
Forest Classifier (RFC) and the one-dimensional
Convolutional Neural Networks (1D-CNN). The
Bag-of-Words (BoW), term frequency—inverse
document frequency (TF-IDF), and Global Vectors
(GloVe) word embeddings were employed as
feature representations.

The sequence classification approach is based
on a neural network architecture that, through the
representation of words and characters, benefits
from the combination of word embeddings and
1D-CNN [3]. Machine learning approaches was
also used to learn from the data and to perform
the classification task. We used datasets tagged
with Hate and No-Hate labels from [5] that was
categorized and annotated at the sentence level.
We were able to determine which classifier is best
to detect hate speech based on the accuracy rate
from the models.

2 Literature Review

2.1 General Concept

Deep learning analysis involves the rigorous
study of data and requires systematic data
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analysis. During the analysis, deep connections
are established between already existing concepts
and new concepts are being developed, allowing
long-term retention of ideas so that they can be
used in new contexts to solve problems [7]. The
architecture of a one dimensional Convolutional
Neural Network Models (1D-CNN) and parameters
represents a deep learning neural network.

Deep learning approaches like 1D-CNN, have
recently been shown to achieve state-of-the-art
performance on difficult classification problems [3].
Kernel slides along one dimension in 1D-CNN,
which is mostly employed on text and 1D
signals. 1D-CNN uses its internal state to
process sequential data in order to memorize
feature representations, perform classification and
prediction tasks, and thus has no conceptual
understanding of the data. It combines input
vector with state vector to generate a new state
vector with a learned function. It allows the
measurement of fixed-size vector representations
for arbitrary word sequences. We will implement
a Convolutional Neural Network type algorithm
called 1D-CNN for processing sequential data in
this task.

2.2 State of the Arts

Several research works have been conducted
using different methods to study and tackle the
issue of hate, or toxicity detection in text [20,
9, 14, 1, 2, 5, 3, 4]. Various machine learning
approaches, mostly defined by the type of network
and training methods, have been used to classify
text of this kind. According to [3], hate statements,
otherwise known as violent threats, can be likened
to a violent crime which affects the individuals
or groups targeted. The researchers categorized
the threatening comments into those that target
an individual or group, and identified the threats
of violence. They used a binary classification
approach in their work to predict violence threats.

Convolutional Neural Networks (CNN) have
also been applied to the text classification task
for both distributed and discrete embedding of
words [9, 22]. While representations derived from
convolutional networks offer some sensitivity to
word order, their order sensitivity is restricted to
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mostly local patterns, and disregards the order
of patterns that are far apart in the sequence.
Although some word order sensitivity is given
by representations derived from convolutional
networks, there is limitation to their order sensitivity
which ignores the order of patterns that are far
apart in the sequence.

The use of 1D-CNN in [3] vyielded better
performance in the classification of text. In [18],
multiple classifiers such as decision tree classi-
fier, random forest classifier, vector supporting
machines, logistic regression model, and others
including a deep neural network, were used with
n-grams approach to classify the text polarity.

In relation to this work, hate is another term
being researched in the scientific community which
results to bullying, unrest, embarrassment, and
can even cause racism through the use of social
media platforms.

Another research carried out on a dataset in [6]
have also used the idea of transfer learning during
their training process with respect to classification
of text from various online communication chan-
nels. These networks maintain a state that can
retain and reflect data from an indefinitely long
text. The network stores several stable vectors in
what is known to be memories, which the network
remembers when similar vectors are presented to
the network memory.

Word embeddings in [8] was used as a
machine-learning method to depict each English
word as a vector, with these vectors capturing
semantic relationships between the associated
words. The study looked at how the architecture of
word embeddings varies over time and correlates
with empirical demographic changes in terms of
gender and ethnic stereotypes.

The use of hate speech [5], exist in many similar
terms, which includes violent threat [3], offensive
behavior [4], language of aggression or abuse [1,
2], and toxicity [14, 9, 20]. We are interested in
distinguishing between text that is Hate Speech or
not, and the method we proposed is our driving
factor in carrying out this study. We will explain
our approach in the following sections and provide
information about the obtained results.

3 Experimental Analysis

3.1 Data

Gilbert et al. [5] generated a publicly available
dataset annotated at the sentence level on
Internet forum posts in English. The data
were read and individually annotated into two
different classes which are Hate and No-Hate.
The texts were pre-processed and the embedded
terms in text sequence were used as input into
the models and the context summarized with a
vector representation. We experimented with a
number of representations, including BoW and
word embeddings with GloVe, and concentrated
on machine learning models and a deep-learning
classifier. Each of the words in the sentence is then
mapped to a (pre-trained) word embedding.

3.2 Methods of Analysis

Machine learning algorithms that were applied
to the dataset include NBA, SVM, RFC and
LRM. A one dimensional convolutional neural
network, 1D-CNN, was also used to learn from
the data. We used BoW for the machine learning
algorithms and GloVe word embedding techniques
for the 1D-CNN. Before performing hate detection
classification on the binary label social media
text, unnecessary features were removed to
increase the efficiency and performance of the
classification algorithms.

The data, which had already been labeled, was
utilized to determine whether or not a specific
text contained hate or no-hate assertions. 70%
of the whole dataset was used for training, while
the remaining 30% was used for testing. Word
vector representations are extremely useful for
capturing semantic information. Word2Vec [16]
and GloVe [21] are the two most recently described
methods for creating word embedding models.

GloVe is more efficient than Word2Vec, ac-
cording to Pennington et al. [21]. GloVe means
Global Vectors, with global referring to global
corpus statistics and vectors referring to word
representations.  To obtain the inputs to the
deep learning network, we used the GloVe
pre-trained model.

Computacion y Sistemas, Vol. 26, No. 2, 2022, pp. 1007-1013

doi: 10.13053/CyS-26-2-4107



ISSN 2007-9737

1010 Olumide Ebenezer Qjo, Thang-Hoang Ta, Alexander Gelbukh, Hiram Calvo, et al.

Naive Bayes
Confusion Matrix

Actual Label

(1] 1
Predicted Label

Fig. 1. Confusion Matrix of the NBA Predictions on the
Test Set

Random forest
Confusion Matrix

Actual Label

0

1
Predicted Label

Fig. 2. Confusion Matrix of the RFC Predictions on the
Test Set

Logistic Regression
Confusion Matrix

Actual Label
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Predicted Label

Fig. 3. Confusion Matrix of the LRM Predictions on the
Test Set
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Support Vector Machine
Confusion Matrix
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Fig. 4. Confusion Matrix of the SVM Predictions on the
Test Set

1D-CNN Confusion Matrix

Actual Label

0 1
Predicted Label

Fig. 5. Confusion Matrix of the 1D-CNN Predictions on
the Test Set

A massive corpus of 2B tweets was used
to train the GloVe pre-trained model. The
machine learning algorithms used the BoW
features. We performed optimization using the
Adam algorithm [13]. The 1D-CNN learns to
encode input sequence properties which are useful
for the task of detecting hate speech in the
sentence. CNN-based text classifications can
learn features from words or phrases in different
positions in the text.

4 Results

We classify the data with the models developed.
After pre-processing the data, we used the BoW
and TF-IDF approaches to convert text sentences
into numeric vectors for the machine learning
models. Four well-established machine learning
algorithms were implemented on the datasets
namely SVM, NBA, LRM and RFC. A deep
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representation of the words and their relative
meanings was done with Glove word embeddings
and used by the 1D-CNN deep learning model.

Subsequently, the text was classified and
the respective macro averaged F1 scores and
accuracy results of all the models are shown in
table 1 below. The proposed models for detecting
and classifying hate speech in text were evaluated
to identify the best algorithm.

Table 1. Accuracy and F1 values for all classification
methods

Model Features F1 Accuracy
NBA BoW 0.47 0.81
RFC BoW 0.49 0.87
LRM BoW 0.54 0.88
SVM BoW 0.65 0.88

1D-CNN  GloVe 0.66 0.90

5 Conclusions

The difficulty of automatically recognizing hate
speech in social media posts is addressed in this
study. This research presents a hate speech
dataset that was manually labeled and collected
from a white supremacist online community. We
discovered that the analysis generated significant
hate preconceptions, as well as ranging levels
of ethnic and religious-based stereotypes. Our
findings have shown that the selection of word
embeddings, the selected parameters and the
optimizer have a high impact on the output
achieved.

Hate speech in the social media space, which
can have negative impacts on the society were
detected easily and the high accuracy rate of
the model will bring many benefits while reducing
the damage. By assessing and comparing the
performance of the various hate detection models,
we found that word embeddings with 1D-CNN is an
important tool for hate speech detection.

1D-CNN, a deep learning model, achieved the
highest weighted macro-F1 score of 0.66 with
a 0.90 accuracy. The results of the confusion
matrix graphs in figures 1 to 5 demonstrated that
GloVe embedding features were unable to correctly

classify the test dataset. This could be due to
the fewer training sentences used byy the GloVe
word embedding algorithm. Furthermore, a closer
examination of the figures reveal the order in which
the models performed best in the dataset.
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