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Abstract. The task of identifying complex words within a 
context usually referred to as Complex Word 
Identification (CWI) or Lexical Complexity Prediction 
(LCP), is a vital component in Lexical Simplification 
pipelines. Correctness of complexity estimation depends 
on presented features, i.e. hand-crafted features, word 
embeddings, and presence of surrounding context, as 
well as on exploited rules or models, i.e. manually 
designed filtering, classic machine learning models, 
recurrent neural networks, and Transformer-based 
models. To our knowledge, the majority of existing works 
in CWI and LCP areas are devoted to investigating 
properties of English words and texts, accompanied by 
studies of German, Spanish, French and Hindu 
languages with little to no attention to Russian. In this 
paper, we present a study on lexical complexity 
estimation for the Russian language, by investigating the 
following topics: how well do morphological, semantic, 
and syntactic properties of a word represent its 
complexity; does a surrounding context significantly 
affect the accuracy of complexity estimation. We provide 
a brief description of the dataset of lexical complexity in 
context based on the Russian Synodal Bible and expand 
it by presenting a dataset of morphological, semantic, 
and syntactic features for annotated words. Additionally, 
we present linear regression and RuBERT models as 
baselines for lexical complexity estimation respectively. 

Keywords. Lexical complexity, Russian language, 
Bible, corpus, Wiktionary. 

1 Introduction 

The task of Complex Word Identification (CWI) or 
Lexical Complexity Prediction is considered to be 

a challenging one not only due to the intricacy of 
word complexity estimation itself but also due to 
the ambiguity of annotations and lack of well-
annotated and prepared data in various domains 
and scenarios, which limits our capability to build 
qualitative models and explore 
intrinsic dependencies. 

Throughout the time several works were 
presented aiming to investigate different methods 
of CWI or LCP. Initially, automatic estimation of 
complexity was used as part of lexical 
simplification pipelines, by formulating it as a task 
of binary classification. More recent works 
suggested using a continuous label for word 
complexity, i.e., normalized score from the Likert 
scale. A basic approach to CWI included the 
creation of special lists of complex words or an 
approximation of word complexity with 
its frequency. 

More sophisticated methods included basic 
machine learning models, i.e. Linear Regression, 
Logistic Regression, Support Vector Machines, 
Random Forest; intrinsic feature extraction 
models, i.e. word2vec [62], GloVe [63], fasttext 
[64]; modern Transformer-based models, i.e. 
BERT [57], RoBERTa [58], DeBERTa [65], 
ELECTRA [66], ALBERT [59], ERNIE [60]. 

In addition, recent works studied multi-lingual 
(English, Spanish, German, French, Chinese, 
Japanese, and Hindi) and multi-domain (biblical, 
biomedical texts, proceedings, or European 
Parliament) setups in order to provide extensive 
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research of language and domain impact on 
complexity evaluation. 

This paper aims to extend amount of data 
available for the Russian language by presenting a 
supplement to the existing dataset of lexical 
complexity in context [1] by collecting 
morphological, semantic, and syntactic features 
using Russian Wiktionary and validating the 
correctness of corpora by providing a comparison 
of simple baselines, such as linear regression and 
RuBERT [2], trained on several variants of dataset 
- the one with hand-crafted features, the one with 
only target words themselves and the last one with 
surrounding contexts included. 

We employ the following methodology: we 
collected a set of predefined features from 
available articles from the Russian Wiktionary and 
filtered features with a high number of missing 
data. We evaluated the importance of features and 
employed linear regression as a baseline for 
setups with various combinations of Wiktionary, 
fasttext, and handcrafted (e.g., word frequency and 
length) features.  Additionally, for comparison, we 
evaluated RuBERT in two settings - with and 
without surrounding contexts for target words. We 
present a comparison of metrics on the 
aforementioned baselines. 

The gathered results show clear evidence of 
the importance of complexity evaluation in the 
presence of surrounding contexts and the non-
linear nature of word complexity in relation to 
word features. 

2 Related Works 

History of the field of study for CWI and LCP can 
be traced back to the middle of the XX century. 
Initially, tasks of complexity assessment were 
formulated for texts with a focus on readability 
estimation or text simplification. 

In [3] authors presented a formula for predicting 
text readability and, later, in [4] revisited a 
previously proposed formula with the updated list 
of familiar words and criteria. For text simplification 
purposes, [5] used psycholinguistic features for the 
detection of simplification candidates; [6] applied 
proposed rules to develop an automatic system for 
practical simplification of English newspaper texts 
and aimed to assist aphasic readers. 

With the development of natural language 
processing tools, modern downstream tasks 
focused on estimating the complexity of distinct 
words within texts or separate sentences. 
Originally, the CWI task was formulated as a 
ranking task. In LS-2012 [7], participants were 
asked to build automatic systems for word ranking 
from the simplest to the most difficult. 

Most participants relied on hand-crafted 
features, such as frequency, n-grams, 
morphological, syntactic, and psycholinguistic 
properties [8], [9], [10], [11]. Formulating the CWI 
task the following way allows us to obtain a higher 
inter-annotator agreement, thus, leading to the 
more correct estimation of word complexity with 
relation to its synonyms and neighbors, but, on the 
other hand, doesn’t provide an absolute complexity 
score for each word [12]. 

This formulation was used in the more recent 
works in Lexical Simplification pipelines, i.e. in [13], 
where authors combined Newsela corpus [14] with 
context-aware word embeddings and trained 
neural ranking model to estimate complex words 
and suitable substitutions. 

In the shared-task CWI-2016 [15], authors and 
participants addressed a newer formulation of the 
CWI task as a prediction of binary complexity 
score, which was originally proposed in [16] and in 
[17]. In [17] the author presented a dataset of 
annotated complex words and their simpler 
substitutions, as well as, a system for the detection 
and simplification of words with available 
relevant substitutions. 

Though this dataset presented relevant 
estimations of word complexity, it could not reflect 
the complexity perception of non-native speakers. 
In CWI-2016 authors presented a dataset of 
sentences from Wikipedia, annotated by 400 non-
native speakers. 

Participants of the shared task from 21 teams 
presented 42 distinct solutions, mostly based on 
classic machine learning models, e.g., SVM [18, 
19, 20], Decision trees [18, 21, 22], Ensemble 
methods [19, 23, 24, 25, 26, 27]. The best results 
were demonstrated by ensemble methods that 
were able to reflect a non-linear dependency 
between complexity and word features. 
Surprisingly, neural networks [34] did not 
demonstrate outstanding results in 
this competition. 
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In the shared ask CWI-2018 [28], the authors 
addressed a problem of word complexity 
estimation in multilingual and multi-genre setups. 

They collected datasets in four different 
languages: English, German, Spanish and French 
and, additionally, presented three datasets within 
the same domain but with different expected 
complexity for English - news articles, written by 
professionals, amateurs, and Wikipedia editors. 
Moreover, in addition to the task of binary 
classification with regard to word complexity, the 

authors presented a track with probability 
estimation of a word being complex, which 
introduces a continuous complexity label. English, 
German and Spanish were used in monolingual 
tracks, and French was used as a test set in 
multilingual one. As in CWI-2016 participants 
mostly used classic machine learning models, e.g., 
SVM [29, 30] Ensemble algorithms [31, 32, 33, 30, 
35], and Neural Networks [32]. 

An introduction of the continuous complexity 
label addressed the main issue with binary 

Table 1. An example of dataset preprocessing 

Context and target word (in bold) Complexity 
score 

So Gad came to David, and told him, and said unto him, Shall seven years of famine come unto 
thee in thy land? or wilt thou flee three months before thine enemies, while they pursue thee? or 
that there be three days' pestilence in thy land? now advise, and see what answer I shall return to 
him that sent me. 

0.15 

The black horses which are therein go forth into the north country; and the white go forth after 
them; and the grisled go forth toward the south country. 

0.175 

And Moses sent them to spy out the land of Canaan, and said unto them, Get you up this way 
southward, and go up into the mountain: 

0.05 

And David and his men went up, and invaded the Geshurites, and the Gezrites, and the Amalekites: 
for those nations were of old the inhabitants of the land, as thou goest to Shur, even unto the land 
of Egypt. 

0.025 

He shall enter peaceably even upon the fattest places of the province; and he shall do that which 
his fathers have not done, nor his fathers' fathers; he shall scatter among them the prey, and spoil, 
and riches: yea, and he shall forecast his devices against the strong holds, even for a time. 

0.05 

Target lemma: land/country/this way/places of the province (in the Synodal Bible - country) 0.09 

 

Fig. 1. Mean Absolute Error of complexity score predictions (the lower - the better) for experiments in different setups. 
Best viewed in color 
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complexity - its inability to represent a whole 
spectrum of lexical complexity, which is subjective 
for every annotator. 

In [36, 37] authors demonstrated that the 
utilization of binary complexity scores might lead to 
low inter-annotator agreement. 

In order to fully investigate this problem, in LCP-
2021 [38] authors presented a multi-genre dataset, 
divided between 3 domains: Bible [39], biomedical 
articles [40], and Europarl [41]. In addition to single 
words, authors included multi-word expressions 
(MWE). Both single words and MWE were 
presented in context for annotators 
and participants. 

A continuous score was calculated as an 
average of complexity estimations received from 
annotators with help of a 5-point Likert scale [42] 
and normalized into [0,1] interval. 

Since this work was published after the rise of 
Transformer-based architectures, participants 
mainly relied on solutions based on neural 
networks [43, 44, 45, 46, 47], but also utilized 
Ensemble models that proved their efficiency in 
previous shared tasks [48, 46]. 

It is also worth mentioning that even though 
other languages are not so well represented in 

CWI- or LCP-related works, there are several 
important works. 

In [49] authors presented a dataset of 
synonyms from the French language ranked with 
regard to the complexity perceived by 
an annotator. 

For the Spanish language, the authors 
presented a shared-task ALexS-2020 [50]. 
Participants were asked to predict a binary 
complexity score for given data in an unsupervised 
or semi-supervised way due to the lack of 
labeled data. 

For the Chinese language, authors created and 
enhanced a system for complexity estimation. In 
[51], they asked annotators to rank 600 Chinese 
words with regards to their complexity using a 5-
point Likert scale and then translated the obtained 
continuous score into binary ones. 

In [52] authors presented a corpus of Japanese 
words from the Japanese Education Vocabulary 
List annotated and divided into 3 groups in terms 
of complexity: easy, medium, and difficult. In 
addition, they also estimated the complexity of 
words from Japanese Wikipedia, the Tsukuba Web 
Corpus, and the Corpus of Contemporary Written 
Japanese [53]. Both Chinese and Japanese 

 
 

Fig. 2. Pearson Correlation Coefficient of predicted complexity scores with target scores (the higher - the better) for 
experiments in different setups. Best viewed in color 
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systems employed an SVM as a baseline for 
complexity prediction. 

For the Swedish language, the author 
presented two annotated datasets: the first one 
consisted of words from the Common European 
Reference Framework (CERF) with labels 
corresponding to language proficiency levels, e.g., 
A1 or C2; the second dataset was based on words, 
extracted from Swedish textbooks and dictionaries 
and annotated following the same methodology, as 
the one that was used for the first corpus [54]. 

As a set of baselines authors utilized a variety 
of machine learning models, e.g., SVM, Random 
Forest, Logistic Regression, and Naive Bayes, 
trained on the set of hand-crafted morphological, 
syntactic, conceptual, and contextual features. 
Finally, in [55] authors presented a corpus for CWI 
in Hindi. 

They extracted texts from different novels and 
short stories and annotated them with the help of 
annotators with various proficiency levels in Hindi 

in order to correctly estimate differences in 
perception. As a baseline model, they employed 
tree-ensemble classifiers. 

In the majority of aforementioned works, 
authors and participants used traditional machine 
learning models and, sometimes, recurrent neural 
networks or NN-based models for 
feature extraction. 

After the significant rise of successful 
applications of Transformer-based [56] 
architectures for different tasks, it was expected to 
see novel methods in CWI and LCP areas. 

In LCP-2021, participants of shared-task 
utilized various models. JUST-BLUE [44] system 
took inspiration from Ensemble methods and 
combined BERT [57] and RoBERTa [58] models 
by giving as an input target words for the first pair 
of BERT and RoBERTa and contexts with target 
words for the second pair. Predictions of all 4 
models were weighted and averaged. 

Table 2. Pearson correlation coefficient of features, computed over full dataset 

All features, except those denoted with RWN, were extracted from Russian Wiktionary 

synonyms 1,00         
       

antonyms 0,30 1,00        
       

hyperonyms 0,38 0,23 1,00       
       

hyponyms 0,09 0,16 0,24 1,00      
       

definitions 0,41 0,15 0,34 0,10 1,00     
       

grammar tags 0,10 0,03 0,03 0,07 0,15 1,00    
       

diminutive tags 0,15 0,06 0,21 0,05 0,29 0,02 1,00   
       

nouns 0,34 0,15 0,33 0,14 0,32 0,04 0,18 1,00         

adjectives 0,30 0,14 0,29 0,11 0,29 0,05 0,22 0,85 1,00        

adverbs 0,18 0,22 0,06 0,01 0,18 0,12 0,12 0,36 0,34 1,00       

idioms 0,15 0,08 0,10 0,06 0,38 0,06 0,25 0,14 0,14 0,12 1,00      

postfixes 0,09 -0,03 0,12 0,00 0,18 0,01 0,17 0,07 0,07 -0,04 0,06 1,00     

hyperonyms (RWN) 0,11 0,10 0,12 0,06 0,04 0,03 0,12 0,08 0,06 0,09 0,02 -0,03 1,00    

hyponyms (RWN) 0,07 0,06 0,01 0,09 0,03 0,02 -0,02 0,06 0,01 0,11 0,05 0,04 0,02 1,00   

PoS-synonyms (RWN) 0,00 0,06 0,00 0,03 -0,04 0,03 -0,04 -0,02 -0,03 0,02 -0,01 -0,11 0,24 0,08 1,00  

complexity -0,12 -0,15 -0,17 -0,11 -0,24 -0,10 -0,24 -0,16 -0,16 -0,19 -0,21 -0,13 -0,14 -0,11 -0,14 1,00 
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In DeepBlueAI [43] authors employed the 
ensemble of different models, such as BERT, 
RoBERTa, ALBERT [59], and ERNIE [60], and 
model stacking with 5 steps. 

Firstly, they obtained predictions from all base 
models, then created and fitter a wide set of 
hyperparameters for models, at the third step they 
applied 7-fold cross-validation in order to avoid 
overfitting or correction bias, and then utilized 
various supplementing techniques, e.g., 
pseudo- labeling. 

As a final estimator, the authors trained a 
simple linear regressor. Both JUST-BLUE and 
DeepBlueAI used complicated ensemble and 
model stacking schemes. In opposition to those 
works, authors of RG_PA [45] utilized only a single 
RoBERTa model, showing that a properly trained 
model is able to perceive word complexity at a 
relatively high level. 

3 Data Collection 

In order to create a dataset of semantic, syntactic, 
and morphological features we parsed the Russian 
Wiktionary dump dated 01 November 2021 and 
selected words with corresponding information that 
matched with words from previously published 
corpora on lexical complexity for the Russian 
language [1]. 

In total, 914 out of 931 distinct words with 
corresponding articles were present in 
RuWiktionary. We did not perform any additional 
filtering of polysemy, since we assumed them to be 
rare enough and unlikely to affect the results. We 
chose several features that could reflect word 
complexity according to the partition of articles 
from Wiktionary. The following features 
were selected: 

– the number of different meanings; 

– the number of word synonyms, antonyms, 
hypernyms, and hyponyms; 

– the number of idioms with target word; 
morphological features - number of prefixes, 
suffixes, and declension endings; 

– the number of words in different categories 
from word family - nouns, adjectives, 
verbs, adverbs; 

– the number of Wiktionary tags inside word 
definition, grouped into 5 relatively 
large groups. 

Additionally, we enriched the dataset with 
features from Russian WordNet [61]. By its nature, 
RuWordNet (RWN) contains fewer words than 
Russian Wiktionary, but provides a precise 
network of connections between them and, 
therefore, is able to provide us with more 
accurate data. 

For our corpus, we selected only 3 features: the 
number of hypernyms, hyponyms, and Part-of-
Speech synonyms, and excluded all other parts of 
speech and multiword expressions, except for 
single nouns and proper nouns. 

In order to reduce the amount of potential noise 
in data, we excluded several features with 100 or 
fewer entries, e.g., following features with the 
number of words from word family were removed: 
proper nouns, predicates, toponyms, ethnonyms, 
numerals, surnames, participles, etc. 

Since the original dataset contained triplets 
context - target word - complexity score”, additional 
preprocessing was required to be applied. First of 
all, we lemmatized each target word from triplets 
and grouped them by resulting lemmas. 

Secondly, we averaged complexity scores for 
each lemma, and, finally, we excluded surrounding 
contexts since after averaging it would not be 
possible to match specific context to the 
corresponding complexity score. 

A resulting dataset contained pairs “target 
lemma - average complexity score”. Table 1 
illustrates the preprocessing scheme with 
examples of different triplets before averaging and 
a resulting pair. 

It is also important to consider that different 
features have different occurrence rates, which 
leads to gaps in data. In our work, we have chosen 
to handle missing values by replacing them 
with zeroes. 

Considering this, we have to notice that using 
zeroes to fill in missing data might not be an 
optimal solution - zero could either simply 
represent a missing value or an absence of some 
particular feature, i.e. zero number of synonyms 
could tell us that a word is either a very complex 
one or a very basic and common one. A proper 
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study on the processing of missing data and 
exploitation of rare features is a part of future work. 

To eliminate the influence of multicollinearity 
and select the most significant features we plotted 
a correlation heatmap for features and target word 
complexity. Additionally, we split the dataset by 
median complexity into easy and difficult-to-
comprehend samples and plotted the same 
correlation heatmaps. 

Tables 2-4 contain cross-correlation values as 
well as the correlation of features with word 
complexity. For the purpose of clearer 
representation, we excluded features, for which 
correlation value with word complexity lies within a 
range of (-0.1; 0.1). 

Since each correlation matrix is symmetrical, 
we demonstrate them as lower triangular matrices. 

4 Experiments 

To validate on how well complexity can be 
estimated with collected features we conducted a 
set of experiments with linear regression as 
a baseline. 

For our experiments, we selected the following 
setups: trained on all 21 features; selected for 

training only 5 most important ones that 
demonstrated the highest absolute correlation with 
target score; used all features with added 
handcrafted (HC) features, such as word length, 
number of syllables and word frequency; and 
completed all features with additional 300-
dimensional fasttext features. 

We used 10-fold cross-validation and estimated 
model performance with Mean Average Error 
(MAE) and Pearson’s correlation coefficient (PCC). 

Suggesting that a non-linear dependency 
between word complexity and word features might 
be induced by significant differences between 
groups of easy and hard words, we split the 
dataset into two approximately equal parts by 
median complexity (0.225) and conducted the 
same experiments with the 
aforementioned setups. 

Table 5 contains aggregated validation metrics 
for all experiments with linear regression baseline 
rounded up to the third sign, with results of 
experiments on RuBERT setup for comparison. 

As can be seen from Table 5, the best results 
for linear regression were achieved with a 
combination of features extracted from Russian 
Wiktionary articles and supplemented with HC 
features. We suggest that this observation is 

Table 3. Pearson correlation coefficient of features, computed over dataset with complexity below 0.255 

hyperonyms 1,00        

definitions 0,26 1,00       

style tags 0,18 0,51 1,00      

diminutives 0,14 0,25 0,26 1,00     

adverbs 0,04 0,17 0,17 0,13 1,00    

idioms 0,06 0,38 0,25 0,22 0,09 1,00   

declension endings 0,10 0,17 0,09 0,18 -0,09 0,02 1,00  

complexity -0,15 -0,22 -0,13 -0,22 -0,11 -0,15 -0,11 1,00 
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mostly based on the strong correlation between 
word complexity and word frequency and is 
supported by additional information from 
morphological and syntactic features. 

It is also important to notice that a combination 
of fasttext features and Wiktionary features 
demonstrated good results in terms of PCC. 

We argue that utilization of any set of implicit 
semantic features could significantly benefit the 
complexity estimation quality if it would have been 
supported by a strong model’s induced bias, which 
is supported by many recent works [43-45]. 

In order to validate this assumption for Russian 
corpora we conducted a set of experiments on 
word complexity estimation with RuBERT as a 
baseline. We selected the following setups for our 
experiments: utilized only target words as input 

data; supplemented target words with surrounding 
contexts; reduced the size of the train set of 
samples with contexts to the size of the train set of 
samples without contexts in order to estimate the 
significance of context presence; excluded 
samples from the train set, in which lemma of 
target word matched lemma of any target word 
from the test set. We also applied the same 
splitting strategy by median complexity value and 
obtained average metric values through 10-fold 
cross-validation. Figures 1 and 2 represent the 
results of the experiments. 

5 Discussions 

The results of conducted experiments with linear 
regression have supported conclusions, previously 

Table 4. Pearson correlation coefficient of features, computed over dataset with complexity above 0.255 

antonyms  1,00             

definitions  0,05 1,00            

style tags  0,00 0,38 1,00           

grammar tags  0,01 0,04 0,02 1,00          

nouns  0,10 0,33 0,14 0,06 1,00         

adjectives  0,11 0,33 0,28 0,08 0,48 1,00        

verbs  0,11 0,23 0,04 0,08 0,46 0,36 1,00       

adverbs  0,18 0,12 0,03 0,00 0,32 0,36 0,24 1,00      

suffixes  0,06 0,03 0,01 0,06 0,10 0,05 0,01 0,02 1,00     

hyperonyms (RWN)  0,20 0,05 0,02 0,05 0,10 0,00 0,04 0,08 0,05 1,00    

hyponyms (RWN)  0,04 0,05 -0,02 -0,01 0,09 -0,01 0,06 0,13 0,00 -0,04 1,00   

synonyms (RWN)  0,10 -0,05 -0,10 0,00 0,08 0,05 0,12 0,08 -0,09 0,23 0,10 1,00  

complexity  -0,15 -0,11 0,21 -0,11 -0,11 -0,14 -0,12 -0,13 -0,17 -0,12 -0,10 -0,19 1,00 
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demonstrated in works for different languages. To 
our knowledge, our work is the first to present a 
study on the importance of various word features 
for their complexity estimation and the first to 
conduct research on word-level complexity 
prediction in the presence of surrounding context 
with a modern Transformer-based model for the 
Russian language. 

As it comes from the results of the experiments 
with the linear regression model, even a complex 
set of morphological, syntactic, and semantic 
features is able to reflect word complexity only up 
to some degree. 

A more sophisticated model trained on the well-
designed dataset might be able to demonstrate a 
higher quality, which comes at the cost of a more 
complicated feature engineering process and is 
easily matched by providing additional simple 
features to the model, such as word frequency and 

length, that highly correlate with estimated 
Word complexity. 

Both the results of experiments with the linear 
regression model and RuBERT have shown the 
significance of implicit semantic features that are 
able to reflect connections between words. 

The results of the experiments on the linear 
regression model, trained on a combination of 
fasttext and RuWiktionary features, and RuBERT, 
trained solely on target words, demonstrate the 
best performance on a full dataset with a great 
drop in experiments on “easy” and “difficult” parts 
of the dataset. 

We argue that this inconsistency might be 
explained by the presence of additional semantic 
relations between easy and difficult words within 
their groups, which allows us to clearly distinguish 
between groups themselves but is not enough to 
discriminate words with similar complexity. 

Table 5. Results of word complexity prediction with linear regression in different setups 

 Full dataset 
Part of the dataset with 
complexity score below 

0.225 

Part of the dataset with 
complexity score above 

0.225 

 MAE PCC MAE PCC MAE PCC 

Linear regression + full set of 
Wiktionary features 

0.085 0.302 0.036 0.054 0.069 0.365 

Linear regression + reduced 
set of Wiktionary features 

0.087 0.138 0.035 0.126 0.074 0.045 

Linear regression + full set of 
Wiktionary features and HC 

features 
0.082 0.341 0.034 0.168 0.068 0.412 

Linear regression + full set of 
Wiktionary features and fasttext 

0.09 0.37 0.068 0.077 0.143 0.214 

RuBERT + tokenized target 
words without context 

0.068 0.643 0.034 0.261 0.072 0.328 
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Finally, our experiments with RuBERT have 
proved the expected conclusions. First of all, the 
importance of surrounding contexts was evidently 
demonstrated by a comparison of the results of 
experiments with and without them. 

The presence of relevant contexts helps in 
correct estimation not only for the full dataset but 
for its separated parts as well. 

Secondly, experiments with the train set that 
was either randomly reduced to match the size of 
the dataset with target words only or did not include 
any samples with target words, which appear in the 
test set, have clearly displayed an influence of 
corpus size and its degree of inner diversity on the 
performance of word complexity estimation. 

It is also important to notice that our 
assumptions regarding a clear inter-group 
separation for easy and difficult words are not that 
obvious in these cases due to the additional 
influence of dataset size. 

The main limitation of our work is the choice of 
a single domain for experiments. Our assumptions 
are yet to be proven on the inter- and intra-domain 
setups and we are aiming to overcome this in 
future work. 

6 Conclusion 

In this paper, we presented an extension of an 
existing dataset for predicting lexical complexity in 
the Russian language formed by collecting word 
features from Russian Wiktionary articles. The 
dataset consists of 914 distinct words with each 
word described by 21 morphological, syntactic and 
semantic features. 

We performed an analysis of baseline models 
performance, such as linear regression model and 
RuBERT in various setups. We were able to prove 
the great significance of implicit semantic features 
for correct word complexity estimation. 

Additionally, we observed a consistent pattern 
in MAE and PCC metrics for experiments on the 
full dataset and its split parts. We argue that 
additional semantic information from surrounding 
contexts is vital for the correct estimation of 
complexity within groups of words with similar 
complexity scores. Our work is dedicated to the 

                                                      
1 https://rscf.ru/project/22-21-00334/ 

investigation of LCP phenomenon solely on the 
Bible domain, and we aim to conduct a more 
rigorous analysis of LCP for multi-domain setups. 
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