
A Comprehensive Synthetic Dataset of Simulated
RWH User Daily Activities and Preferences

Yilin Li*, Junke Xu, Alireza Dehghani

University College Dublin,
Centre for Applied Data Analytics, Dublin,

Ireland

{yilin.li, junke.xu, alireza.dehghani}@ucd.ie

Abstract. The global work environment has experienced
a transformation in recent years, which has been greatly
accelerated by technological advances and the
growing importance placed on the benefits of remote
working, such as reduced emissions, time savings and
improved mental health. This shift has contributed
to the growing popularity of Remote Work Hubs
(RWHs)/Coworking Space, which combine traditional
office infrastructures with the flexibility required for
modern remote work, catering to a diverse group of
people such as entrepreneurs, freelancers and remote
workers. This study presents a pioneering approach to
generating synthetic datasets using Large Language
Models (LLMs) via APIs to bridge the gap of accessible
user data. Leveraging the ability of Large Language
Models to generate contextually rich and diverse data,
we simulate the nuanced activities and decision-making
processes of RWH users. This synthetic dataset
provides foundational insights for coworking space
design, management, and policy support through
extensive market research and personal development.
Through a well-designed methodology, including
persona generation and diary entry synthesis, we
provide a comprehensive picture of the daily activities,
workplace decisions, and commuting preferences of
shared workspace users based on real-world data
sources and advanced model configurations.

Keywords. Remote working hubs, synthetic
dataset generation, large language models, user
behavior simulation.

1 Introduction

The work environment has changed radically in
recent years, with remote working becoming a key
element of this new pattern.

Advances in technology have accelerated the
shift to remote working, and there is a growing
recognition of the benefits of remote working,
including reducing emissions, saving personal time
and improving mental health [8, 11, 6].

At the same time, Remote Working Hubs
(RWHs) are becoming increasingly popular,
facilitating remote working by providing spaces
that combine traditional office structures with the
flexibility required for remote working.

The distribution of these hubs across the
country, as shown in Fig. 1, demonstrates the
increasing popularity and strategic development of
RWHs. The importance of remote working hubs is
highlighted by their ability to support various work
styles and preferences, catering for entrepreneurs,
freelancers and remote workers [8, 11].

The demand for coworking spaces has
increased rapidly, reflecting a shift in work habits
and a growing awareness of the benefits of such
environments. This trend is evidenced by data
showing a significant increase in the number of
coworking spaces globally, from about 160 in 2008
to nearly 19,000 in 2018 [8].

However, the growth of these spaces is not
without its challenges, the key issues such as the
impact of the coronavirus pandemic, attracting new
members and adapting to an uncertain business
environment [3].

These insights highlight the importance of a
comprehensive understanding of user behaviour
and preferences to ensure their continued growth
and relevance [23].
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Fig. 1. Decarbonizing Ireland’s National Hub Network, the current state of the network and the distribution of hubs
(2023, Source: connectedhubs.ie/)

RWHs have the potential to decarbonise
and reduceof decarbonising and reducing energy
consumption and carbon footprint [17, 19]. Using
AI/ML, we can simulate complex patterns, predict
future trends and develop strategies based on the
Sustainable Development Goals (SDGs) [16].

For example, the ML researchers used deep
learning algorithms like artificial neural networks
(ANN) to evaluate data from smart cities to
discover new insights [2, 14]. However, the
effectiveness of these techniques depends on the
availability and quality of data.

Modelling and analysing these impacts is a
complex task, but is hampered by the lack of
accessible real-world user data. This data is critical
to understanding and enhancing user behaviours
in RWHs, promoting energy-efficient operations,
and developing sustainable practices.

The main challenge they face is the lack of
accessible real-world data on users. This gap
significantly impacts the ability to understand and
optimise RWHs user interactions and behaviours.

As a result, there is an urgent need for synthetic
data that can accurately model the complex
behaviours and usage patterns of RWH users,
Synthetic data emerges as a good alternative,
offering flexibility in research models, enabling
detailed exploration of user behaviour to reduce
the limitations of manual data collection [7], thus
providing a valuable resource for research and
development in this area.

In practice, it enables stakeholders to identify
and analyse the energy consumption patterns
and carbon footprint of RWH use, and facilitates
the development of strategies to effectively
achieve decarbonisation. In the quest to generate
such synthetic data, the accessibility of Large
Language Models (LLMs) through APIs has
revolutionised the generation of synthetic data
and labels, significantly reducing the need
for specialised expertise and streamlining
the research process [7, 5]. LLMs are capable
of generating rich, contextually diverse data that
closely correlates with patterns of any context,
including human behaviour.
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Fig. 2. Example of the persona

This capability is particularly important for
modelling the activities and decision-making
processes of RWH users, providing insights
into everyday life, preferences and interactions
in collaborative working environments. This
paper aims to bridge the gap in accessible

user data for RWHs by introducing a synthetic
dataset generated using LLM. The dataset aims
to model the complex and intricate behaviours
and preferences of RWH users, providing a
foundation for enhanced coworking space design,
management and policy support.

Computación y Sistemas, Vol. 28, No. 4, 2024, pp. 2197–2209
doi: 10.13053/CyS-28-4-5298

A Comprehensive Synthetic Dataset of Simulated RWH User Daily Activities and Preferences 2199

ISSN 2007-9737



2 Related Work

Human Activities Synthetic Dataset generation:
The generation of synthetic datasets for human
activities has become increasingly pivotal in the
development and refinement of text classification
models across various domains, from online
toxicity detection to spam filtering [24, 10].

Due to the resource-intensive nature of
data collection and curation processes, the
reliance on high-quality training data presents a
significant challenge. Researchers have begun
exploring language models and LLMs’ potential for
generating synthetic data tailored to specific tasks
[1], augmenting training data in scenarios where
real-world data is rare [13].

Large language models: Studies have
also delved into the feasibility of creating entire
synthetic datasets from scratch to support
zero-shot learning. However, the effectiveness
of LLM-generated synthetic data in achieving
comparable model performance to real-world,
annotated data remains a subject of debate [13].

Creating “Tiny Stories” and sampling of
knowledge graph triplets for text generation
with GPT-3 exemplify efforts to produce
high-fidelity synthetic datasets [12]. However, the
distinctiveness from real human data underscores
the ongoing challenge of bridging the gap
between synthetic and authentic human data. The
development of conversational agents through
synthetic dialogue dataset generation using LLM
agents further illustrates the potential of synthetic
data in creating realistic simulations of human
interactions [20, 26].

Zero-shot Synthetic Data Generation: The
emergence of zero-shot learning capabilities within
LLMs has significantly advanced the field of
synthetic data generation [25]. For example,
DreamLLM’s ability to generate multimodal content
highlights the versatility of zero-shot learning in
creating complex documents combining text and
image content [4]. The exploration of LLMs
as zero-shot planners points to using pre-trained
language models to decompose high-level tasks
into actionable steps, demonstrating the ability
to translate abstract concepts into concrete
executable actions [9].

Similarly, the study on synthetic data generation
for clinical text mining revealed the effectiveness
of LLMs in enhancing text mining tasks in the
healthcare domain [21], offering insights into the
practical applications and limitations of LLMs in
sensitive domains. ZeroGen introduces an efficient
approach to zero-point learning through dataset
generation, showing the impact of LLM in creating
synthetic datasets that are useful for training
smaller models for various NLP tasks [25]. The
exploitation of zero-shot synthetic data generation
is a key development in the use of LLMs to
simulate user activities and interactions, especially
in domains like Remote Work Hubs (RWH) where
data scarcity poses a challenge.

3 Methodology

3.1 The User Marketing Research

Due to the limited accessibility to real-world
data on RWHs, there’s a compelling need to
generate synthetic data to simulate users’ activities
and usage patterns in RWHs. To achieve
this, an in-depth understanding of RWH user
segmentations and personas is essential.

This research provides critical insights
into user preferences, demographics, and
trends within co-working spaces, serving as a
foundation for creating realistic synthetic personas
and scenarios. Utilising the findings from the
research on the preferences for co-working space
characteristics [23], our synthetic data generation
process prioritises user preferences such as
accessibility, atmosphere/interior, and layout.

These characteristics are crucial for simulating
realistic user decisions and behaviours in RWHs.
Information from the demographics of coworking
space users and the co-working statistics [18,
15, 22] enriches our understanding of the RWH
user base, including age distribution, professional
backgrounds, and gender representation.

This ensures our synthetic personas accurately
reflect the diversity within co-working spaces.
Insights from the benefit of co-working statistics
[15] and the research of the coworking spaces
overview [8] highlight the primary motivations for
using co-working spaces and the growth trends
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Fig. 3. Example of synthetic diary

in this domain. These insights are integrated
into our synthetic scenarios to model environments
that cater to these motivations and reflect current
trends. The research on the Irish social, urban,
and environmental benefits of coworking spaces
[22] informs us about the operational challenges
and business trends affecting co-working spaces,
which are considered when modelling synthetic
data scenarios that include potential obstacles
RWH users might face.

By integrating these market research insights
into our synthetic data generation methodology,
we ensure the produced data is not only realistic
but also aligned with current trends and user
preferences in the co-working space domain.

This effort resulted in the creation of detailed
personas representing a wide array of users found
in co-working spaces, reflecting varied professional
backgrounds, work styles, and preferences.

Our personas fall into nine main categories,
each with sub-categories that further refine their
profiles. These include freelancers, remote
employees, hybrid workers, digital nomads,
small and medium-sized enterprises (SMEs),
entrepreneurs, employees of large firms, students
and Interns and non-profit/NGOs.

3.2 Dataset

In our effort to enhance the realism of our data,
we undertook an extensive collection of real-world
information. Data about bus stops in Dublin was
acquired from the ArcGIS Hub1. In contrast,
information regarding the LUAS tram stops and
DART train stops within the Dublin area was
obtained through the Google Places API2.

1hub.arcgis.com
2developers.google.com/maps/documentation/places/web-ser
vice/overview
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Fig. 4. The process of tabular data generation

This data collection was crucial as public
transportation options significantly influence
individuals’ choices regarding work locations and
commuting methods. To ensure the accuracy
of distance calculations, data cleaning was
conducted, which involved the removal of entries
with missing or null values for coordinates.

This process was essential for accurately
representing the locations of LUAS tram stops
and DART train stops in Dublin. Furthermore,
weather data for a period of 30 days in August
2023 was sourced from the Irish Meteorological
Service, Met Éireann3.

Integrating this weather information directly into
our code plays a pivotal role in the decision-making
processes related to work location choices and
commute methods, as weather conditions can
significantly affect commuting preferences.

Data on Remote Working Hubs (RWH) and their
facilities within the Dublin area was found on the
National Hub Network4.
3www.met.ie/climate/available-data/monthly-data
4wdc-ie.maps.arcgis.com/apps/webappviewer/index.html?id=
469e9517d9864e95beb64a3ab06e9f9d

This dataset provides detailed information on
various hubs, including their facilities and locations.
To ensure a comprehensive listing of available
hubs for inclusion in the synthetic diaries, the
dataset was processed to remove any facilities
lacking essential information.

Information about the borders of Dublin was
sourced from Zenodo5. This information is vital
for generating random coordinates of persons
within the Dublin area to represent their residences
accurately. Having the borders of the entire Dublin
area ensures that the characters are situated within
the Dublin region.

3.3 Model Selection

In our efforts to synthesise RWH user behaviour,
selecting an appropriate LLM is crucial. After
a thorough evaluation, GPT-46 was selected
for its unparalleled language understanding and
generation capabilities, which are critical to
crafting detailed, authentic narratives of RWH
user experiences.

5zenodo.org/
6platform.openai.com/docs/models/gpt-4-and-gpt-4-turbo
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Unlike alternatives like Generative Adversarial
Networks (GAN) and earlier iterations of
GPT, GPT-4 excels at generating context-rich
simulations that accurately reflect the nuanced
daily activities and preferences of users in
coworking spaces. Its advanced context
awareness and scalability facilitate the creation of
extensive and versatile datasets that capture the
complexity of RWH interactions.

To enhance GPT-4’s narrative capabilities,
we integrated “text-davinci-003”7 to leverage
its superior decision-making and reasoning
capabilities, especially in evaluating complex
scenarios such as work locations and commuting
mode choices.

This dual-model approach enables
comprehensive simulation of RWH user behaviour,
combining the detailed narrative generation
of GPT-4 with the analytical precision of
“text-davinci-003”. Together, they form a powerful
framework for generating detailed and adaptable
synthetic data, ensuring our datasets remain
relevant and reflect changing coworking trends
and user behaviour.

This systematic selection and integration of
GPT-4 and “text-davinci-003” underscores our
commitment to leveraging cutting-edge artificial
intelligence to gain insights into RWH user
dynamics. The resulting comprehensive data
set helps inform the design and management
of more responsive and user-centred coworking
spaces, improving our understanding of remote
work environments.

3.4 LLM Configuration

Our methodology leverages GPT-4’s capabilities
to generate synthetic data encompassing diary
entries, work location decisions, and commute
mode selections, aiming to authentically represent
the daily routines of RWHs users. This multifaceted
approach is detailed as follows:

Diary Entry Generation: Utilising GPT-4, we
crafted prompts incorporating individual profiles
and weather conditions to simulate diary entries
that narrate a user’s entire day, focusing on RWH

7platform.openai.com/docs/models/gpt-3-5-turbo

interactions. The model was configured with a 600
token limit to balance detail with conciseness.

Work Location Decision: A custom algorithm
determines whether the user works from home
or a hub, considering the weather, personal
preferences, and proximity to potential hubs.
This decision process employs a temperature
setting of 0.7 to introduce variability, reflecting the
unpredictability of human choices.

Commute Mode Decision: For hub workers,
the optimal commute mode is selected based on
distance, weather, and available transport options,
using a structured prompt with a temperature
setting of 0.5 for logical consistency. This step adds
realism by incorporating daily commute logistics
into the synthetic narratives.

Both decision-making functions utilise the
”text-davinci-003” engine, chosen for its ability to
generate nuanced and contextually appropriate
responses. Parameters were carefully calibrated to
ensure outputs that are both relevant and reflective
of real-world decision-making processes.

4 Experiment

4.1 Person Generation

In the initial phase of our study, we engaged
in persona generation, leveraging the insights
from our preceding marketing research. This
involved a systematic consultation with ChatGPT to
delineate nine distinct categories of remote worker
occupations, namely:

Freelancers, Remote Employees, Hybrid
Workers, Digital Nomads, Small and Medium-sized
Enterprises (SMEs), Entrepreneurs, Employees
of Large Firms, Students and Interns, and
Non-Profit/NGO Workers. Subsequently, we
further segmented these categories where
applicable; for instance, ‘Freelancers’ were
subdivided into ‘Independent Contractors’
and ‘Gig Workers’.

For each subdivision, we then crafted detailed
personas, utilising a structured process to ensure
each persona accurately reflected the person and
their occupation of its respective category. Fig. 2
shows an example of the person we generated.
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Fig. 5. The sample of tabular data

4.2 Diary Generation

To make the data more realistic, we first carried out
a detailed analysis of the daily behavioural patterns
of the Irish population. This analysis aimed
to identify a range of activities that individuals
typically undertake during the course of a day.

We then incorporated details of these identified
activities, as well as details of previously generated
personas, into our prompts. We then analysed
these daily activities using the GPT-4 API,
ultimately generating a synthetic diary of the user.
Fig. 3 shows an example of our generated diary.

This approach can create a comprehensive
and realistic dataset that mirrors the daily routines
and activities of individuals living in Ireland. By
leveraging the advanced capabilities of the GPT-4
API, we could simulate nuanced and varied
diary entries that reflect the complexity of human
behaviour and activities.

After generating synthetic diaries using the
GPT-4 API, our experiments extend to the
critical decision-making process of selecting
an appropriate remote work hub (RWH) and
commuting mode for remote work hub users. To
accurately simulate these decisions, we adopted
the ”text-davinci-003” model.

The process began with the development of
prompts that include key factors influencing work
location and commute decisions, such as weather
conditions, day of the week, individual preferences,
and the availability of transportation options.

These prompts were designed to reflect the
realistic considerations individuals in Ireland make
when choosing where to work and how to commute
on a daily basis.

For example, on days with severe weather
conditions, the model might recommend working
from a nearby RWH to minimise commute time
and exposure, or it might recommend working
remotely from home if the individual’s preferences
are consistent with the scenario.

Likewise, the choice of commuting mode is
influenced by factors such as distance, transport
availability and environmental factors, with the
model weighing the pros and cons of each option
before making recommendations.

This dual-model approach leverages
both GPT-4 to generate diary entries and
”text-davinci-003” for decision-making tasks,
allowing us to create a dataset that not only
captures the daily lives of individuals in Ireland
but captures their decision-making process about
where they work and how they commute.

The result is a synthetic dataset that provides a
holistic view of remote workers’ lifestyles, providing
valuable insights into their preferences, behaviours
and challenges.

4.3 Data Transformation and Analysis

In the final stage of our research, we transformed
the synthetic diary entries and decision-making
simulations into a structured tabular dataset.
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Fig. 6. Analysis of the main work locations of users from the synthetic diary dataset
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Fig. 7. Analysis of the primary transportation choices of
individuals commuting to work

This process involved extracting key information
such as work locations, commute modes, weather
conditions, and personal sentiments from the
narrative and decision outputs. Each piece
of data was meticulously catalogued into rows
representing daily routines, enabling quantitative
analysis of remote work habits and RWH
space utilisation.

The structured table provides a comprehensive
reflection of an individual’s daily life, allowing for
an in-depth analysis of the impact of various
factors on remote working and RWH decisions.
For example, it allows us to study how weather
affects the choice of work location, preferences
for commuting patterns under different conditions,
and the relationship between mood and work
productivity or social interaction.

This data-driven approach provides valuable
insights into the dynamics of remote work,
providing a basis for recommendations for
designing adaptable, user-centred coworking
spaces. By synthesising rich narrative data into a
quantifiable format, our study provides new insights
into understanding remote work environments,
bridging the gap between qualitative experience
and quantitative analysis. Fig 4 shows the whole
process of tabular data generation.

5 Results

The synthetic diary dataset, comprising 3000
meticulously detailed entries, offers a view into
the daily routines, work locations, and personal
sentiments of a diverse population. Spanning
across unique occupations and distinct user tags,
the dataset encapsulates a wide spectrum of
professional and personal experiences, uniformly
distributed across all days of the week.

With a predominant weather condition of
“Mostly Cloudy”, it integrates environmental factors
into the daily narratives, enriching the dataset’s
complexity and relevance to studies on lifestyle
and mobility. Geographic specificity is a
hallmark of this dataset, with precise latitude
and longitude coordinates for both residential and
work locations, allowing for in-depth analyses of
commute patterns, location preferences, and the
spatial dynamics of daily life.

Qualitative attributes such as mood or
sentiment, social interaction levels, and
engagement with nearby amenities add depth
to each entry, painting a vivid picture of the
individual’s day-to-day experience.

The absence of missing values across all
columns underscores the dataset’s completeness
and reliability for robust analyses. The diversity
of data types, from categorical descriptors of
occupation and weather to numerical measures of
distance and geographical coordinates, enables a
comprehensive exploration of the interconnections
between work life, personal well-being, and
environmental context.

This dataset is poised to serve as a foundational
resource for investigating the nuanced impacts of
occupational diversity, geographical settings, and
lifestyle choices on the daily experiences and
overall quality of life of individuals across various
demographics and professions. Fig. 5 shows the
sample of our tabular data.

Finally, we performed statistical analysis and
visualisation of the data we generated, as shown
in these figures. The Fig. 6 illustrates the main
work locations of users from the synthetic diary
dataset, showing that working from home is the
most popular option.
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This preference highlights the continuing trend
towards remote working, and the visualisation
further suggests that RWHs vary in popularity, a
difference that can be attributed to the diversity of
facilities and geographic locations they offer. This
variation highlights the richness of the data
in capturing the multifaceted nature of work
environments, from traditional office space to more
unconventional settings.

The Figure 7 demonstrates the primary
transportation choices of individuals commuting to
work, with a significant highlight on ”NONE” as the
predominant mode, reflecting the prevalent trend of
working from home. This preference underscores a
broader shift towards remote work, where the need
for physical commuting is eliminated.

Furthermore, the chart reveals a notable
preference for eco-friendly and health-conscious
modes of transportation, such as walking and
biking, suggesting that when commuting is
necessary, individuals prefer to choose options
that are both environmentally sustainable and
beneficial for personal health. This distribution also
hints at the possibility that most of the respondents
live near their workplaces, allowing for such modes
of transport to be feasible.

6 Discussion

Modelling the behaviour of RWH users through
synthetic datasets generated by LLMs, such as
GPT-4, shows a new approach to understanding
the coworking space. This approach provides
insights into the preferences, daily routines and
decision-making processes of RWH users,
enriching our understanding of coworking
dynamics in a way that traditional data collection
methods are unable to due to limitations in
accessibility and privacy.

The insights derived from this study will be of
great value to urban planners, coworking space
operators and policymakers in designing spaces
and policies that are more responsive to the needs
and behaviours of a diverse workforce. In addition,
detailed personas and simulated interactions
provide the basis for optimising coworking
environments to better support freelancers, remote
employees and digital nomads, contributing to

a more inclusive and productive teleworking
ecosystem. However, this research highlights the
need for continuous improvement, particularly in
terms of increasing the diversity and inclusiveness
of datasets to more accurately reflect differences
in global RWHs users.

Future research directions should focus
on validating the reliability of these synthetic
datasets against real-world data, incorporating
dynamic modelling to accommodate global
changes such as pandemics, and fostering
cross-disciplinary collaborations to enrich datasets
with comprehensive insights.

In addition, keeping up with technological
advances in the field of artificial intelligence is
crucial to realise the full potential of synthetic
data for modelling complex human behaviours and
preferences in collaborative environments.

7 Conclusion

This study demonstrates the potential of LLMs
in generating synthetic datasets for exploring the
complex behaviours and preferences of RWH
users, filling an important gap in the lack of
real-world data.

Through detailed simulations of everyday
activities and decision-making processes, this
research provides valuable insights into the
changing dynamics of the RWHs, highlighting the
importance of adaptive and inclusive environments
to meet various professional needs.

Our findings demonstrate the feasibility and
utility of synthetic data in understanding and
enhancing RWHs, and also suggest directions
for future research to ref ine these methods
for broader applicability, contributing to the
development of RWHs.
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