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Abstract

In thix wark we present the CALMANT (OC-cube Algorisims
an Meshey and Toril method ax a netemalic sethod for vhe
execution of a certain type of algorithms el are dermoinated
{_"{-.'-cuﬁc r.r.l'gn;.lre]’.ﬂ:m.v. on meshes and torf r.rf .1'-;.'1'r.'rr.r.|'
dimrensinm, §i is ey lIf.'i"1:'|:|r11|'d."r|'\£ fer .ﬁ mef O e phe u.l'x.r.w'e hors oy
lierature (FFT, complele exchange, some mathody e the
singile value decomposition and elgenvalue compraation, eic)
Frier the divect applicarion of these alworithms does pof allow
v explnt efficientdy the bandwidth that the interconnection
network affers in meshes and fovi. The CALMANT method
cllows wy fo Feorganice the comipialion g Communicalion
af the CC-cube alporithms 5o thal the efficiency increases
remarkably. The imporiarce of this metied not only lex in
thie improvement n._!'r.Frr. a;,!ﬁn'cnq' bt mlxn it can h?-'q:lrr.r.i.m’
It & spslematie way on differant s of architeciiqes

Keywords: CC-cube algorithm, Communication Pipelining,
Embedding, Hypercube, Mesh and Tori.
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1 Introduction

O of the most important goals o1 the time of programming
a multicomputer is the efficient use of the existen!
inferconnechion network between the nodes that compose the
multicomputer, Depending on the interconnection netwaork,
the efficiency as far as the execution time of a given algorithm
can be very different from one mullicomputer 1o another,
The principal charactieristics ol an interconnection network
are, among shers, the wpology, the number of ports that the
nades dispose of and the communication model used. In oeder
to be able to make an efficient use of the nterconpection
netwaork, it is necessary to consider these three characteristics.
Chur weork: is focused concretely to interconnection networks
with hypercube, miesh or tor topology of multiple dimensions,
I anyvone of the coses we have studied architectures with one
port and with & maximum oember of ports (all ports), With
t-egard 1o the communicaiion models, we have considered:
stors=and-forward, woratkhole, circrif-switching avd virta!
crf-tlarongh
Frequently, the algorithms designed for a determined
multicomputer model cannot be executed {or they wre no
efficient) in a different multicomputer model, This work
presenis the CALMANT method as a systematic method 1o
excoute & determined type of algorithms on the different
multicomputer models mentioned before, maintaining in
anyone of the cases a high efficiency. Om the other hand, even
if it where at the reach of this work, the propesed method can
he eusily extensible 1o other types of architectures not so
coanmon but that can be inferesting in the future. This is the
case, for example, of meshes and tori of four or more
dimensions and meshes and tori of six or eight neighbors,
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The type of algorithms to which the work is focused is the
one that are denominated as algorithms of Compararion and
Communication with Hipercube topalogy (CC-cube). There
are many algorithms that can be classified withim this type.
This is the case, for example, of the FFT, the Harley
transformation, complete exchange, single value
decomposition and cigenvalise computsion, eic., From here
comes the importance that a systematic method has like the
one we propose, o be sble o program these algorithms on
multicomputers with different interconnection networks
makntainimg a good efficiency.

The efMiciency of an algorithm not only depends on the
characteristics of the interconnection network for which the
algorithm has been designed, but that also depends on the
relation that exists between the paramieters of the architeciure
(L., computation time, transmizsion time) and the problem
parameters {Le., the problem size. number of operations per
size unit). The CALMAMNT method also considers this and
gives as a result algorithms that adapt o the relation between
these parameters. For i, the work done has an imporiant
madeling component of the execution time of the algonthms,

The obtained execution time models allow us in esch case
o make decisions that optimize the efficiency of these
algorithims,

The objective of this work is 1o make a presentation of the
CALMANT method and 1o give some results. Concretely, in
section 2 we will make a general vision of the method, In
section 3 the architectures and the algorithms towards which
this work is focused are described. The concept of
communication pipelining is infroduced in section 4, The
embeddings that we will use are described in s2cton 5. In
section & we analyze how the schedulimg of messages are
carried out in the resulting algorithms and finally in section 7
wie will show some efficiency figures.

2 General Description

The CALMANT method is based on the combination of two
concepts clearly differentiated: the commmunicarion pipelinmng
and the embedding of 8 CC-gube on hypercubes, meshes and
tori.

The CC-cube algorithms are composed of 2 processes, so
that if we represent each process by a point and join by means
of a line any pair of processes thal communicale berween
each other (neighboring processes), the result is a hvpercube

The execution of these algorithms consists of a determined
number of Herations. In each of the iterations, the peocesses
perform a computstion phase and another of communication
{not necessarily in this order), The principal characteristic of
these algorithms is thal in each of the iterations afl the

processes communicate by a same hypercube dimension, This
wity, supposing that & connection exists between any pair of
meighborimg processes. these algorithms would only use 1/df
of the ttal commumication capacity, where & is the hvpercube
dimenswon, This is what would happen, for example, if we
map a CC-cube on a molticomputer with hypercube topology.

By means of the communication pipelining technique we
will obiain, until the point that is possible, to use all the
hypercube dimensions simultanzously. This way we will be
able to practically use the totel communication capacity that
cun exist berween the CC-cube processes.

As figure | shows, the idea is very simple. It deals with
reorganizing the algorithm so that, nstead of using the
hypercube dimensions in sequential form, we can use them
in parallel. The figure shows the hypercube dimension by
means of athicker outline that is used a1 every instant of time.

The resulting algorithm is denominated pipelined CC-cube
algorithm,

s flif ferent iopologies

Embedili
Fagure 1: Basic élements of the CALMAMNT mesthiod

commiunication pipelining and embedding of a p-ip:linn:d OC<ube
alpartlom en different opelogics

It is not abways possible to have a direct connection between
all the pairs of neighboring processes, For example, in s mesh
or tori, each node only has (at the most) four neighboring
nodes, Therefore, if we want to execute a CC-cube algorithm
whose dimension 15 o4 it will be impaossible thar all the
neighboring processes be located in neighboring nodes,

The embedding of a CC-cubs on a mesh or tones is a function
that allows is to map the pipelined CC-cube processes on the
hypercube, mesh or torus nodes. The embeddings thar we
propose make this mapping so that, any pair of neighboring
processes according 1o 4 same hypercube dimension are
mapped in nodes locoted ot the same distance in the host
architecture, In addition, given o process located in a
determined node, their neighboring processes will be mapped
in nodes located the closest possible 1o this node, that is to
say, that the existing average distance between o process and
its neighhors is minimum,
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As figure 1 shows, the embedding that we will use o
perform the mapping of a CC-cube algonithm on a hivpercube
i5 the embedding that we denominated fdemiéfy, since if deals
with making the embedding of two identical graphs. For the
mapping of CC-cubes on meshes and tori we will use the
embeddings sicvidara and xor respectivedy, These embeddmges
will be described later in more detail.

3 Considered Architectures and
Algorithms

The CALMAMNT method can be applied on architectures of

diverse topology, dimensionality, communication model and
number of ports. Concretely. this work 15 focused to
hypercubes, meshes and tori of two and three dimensions with

bidirectional full-duplex communication under the models of

a port {one port} and the maxmmuem number of ports (all pors),
The difference between the one port model and the
maximum number of ports model les in that under the firs
model the nodes cannot send more than one messape
simultaneoushy, however, under the second model the nodes
can send simulanscesly & many messages as comnections
the node has, The communication models thas we will consider
are sfore-cial-forvarad and wormfode (the resulis obtained foe
wormhole can be extended of equivalent form to cireu.
swirehitng and virual car-rirongh
With regard to the algorithms, we will fecus in a determined
type of algerithms that we will denominate OC-cube
algerithms, A CC-cube i3 an algorithm with hypercube
topalogy formed by 2¥ processes, so that the code executed
by cach process has the following siruciure:

doi =1 K
Compude x [ 1:4] and siber possable
lodal deta.
Exchange x wilh the neaghbor
im dimension 4.
enddao !

where o is one of the hypercube dimensions (d; €0, d - 1]

and where o is not necessarily different to o,

The eode consists of K iterations. Each ane of these iterations
is formed by a computation phase and & communication phase.
In the computation phase the ¥ data is computed. These data
are represented by vector x [1:8], Afer the computation phase,
during the communication phase vector x 15 exchanged with
one of the neighbors i the hypercube, The x vectors are local
vasiables, that is to say, they are different for each process, In
each computation phase, data that are not invalved in the
communication phase can also be compated, Mote that m each
iteration of the previous algorithm, the processes send only
one message of length Mo one of their neighbors.

300

4 Communication Pipelining

In oeder 1o explain the communication pipelining, technigue
and 10 make a first qualitative evaloation of the mprovement
that contributes 1o the efficiency of the algorithms, we will
assume in this section that the CC-cube 15 executed on o
hypercube. We choose the hypercube for the sake of
simplicity; nevertheless, the wehnigue can be applicd on
meshes and tors as it will be seen laer

The chrect application of a CC-cube algorithm on a compater
wilh hypercube topolegy only wses o dimension in cach
teration and the rest of dimensions remain inactive. In
aclclition, because the message sent in an iteration is necessary
tas start the following iteration, there is po way of exploiting
the possibility of overlapping computation and
COMPEnIcal ions

In figure 2awe can observe the direct application of a CC-
cube algorithm, with K=d, where d =0, o =1, & =2 for the
case of a F-dimensional |'|3.'F|-Er|.'|||'||:.I The .'.'|:|R,|._rr|'li|m COnAISTE
of three iterations. In each iteration a computation phase is
made {(indicated with a different tone of grav), (Once the
computation phase is finished, a communication phase by a
different dimension of the hypercube is made (indicated n
the figure sitls a thicker outline),

~d

0

b
Prologus

|

i o

Figure 20 Execulsen af a OC-puhe alporithm. (0] Wbt
commumechion pipeclimne. (b) Applying the commanication
pipelname.

[ erder o rediece the communkcation cosl we will use the
coammarricetion pipelinig technigue, This technique is based
on the idea of software pipelinimg proposed by Lamm {19885
and that was used first by Jolinsson and Krawite (1992), This
technique allows us to reorganize the CO-cube so that instead
of sending in each feration o big message by a conmection
many small messages are seni simultanesusly by many
connections. In order o this technique can be applied, the
computation of each one of the vectors x for the CC-cube
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algorithm must satisfy the following dependences:

doy=1.5
w L= M ), datos locales)
“weltly =i, s e
emdid

This means that the computation of x[/] depends on only
one parl of the veclors received m previoas rerations and
possibly on some local dota, Thie initial value of the vecior
for exch process s T

Figure 2 b shows how thes teclmigue for the case of a 5=
dimensional hypercubse is applicd. The vectors on which the
computation phase of each Reration is made have been divided
in a determined numbser {3 of packets (4 in this case). I¥ ihe
CC-cubwe algorithm fulfills the property mentioned presviously,
it is mot necessary 1o completzly finish the computation phasye
of ane of the iterations 1o begin the following compuration
phase. Therefore, in the first leration of the new algorithm
the first packet of © s computed and is sent by dimension O
In the second iteration. the second packet v oamd the Nirst packet
x can be computed since we dispose of the necessary data
which were computed i the presioos ateration. Once the
computation 15 lnished, the second packet of © is sent by
dimension 0 and simultaneously the first packet ¥ is sent by
dimension 1. Thus i1 % contimued swcoessively a5 shown in

figure 2.b.
IF £ 15 greater than the pumber of hypeecube dinensins,

from the Herathoi o of the pipelined algorithm and during (-
g+l itermtions we will be able 1w use the o hvpercube
dimensions simulaneously. The setof iterations in which the
o hypercube dimensions are used in a simultaneous wiy will
form what we call the fornef, The previous o~ iterations 1o
the kermel will form the profogee and the following -1
Herations to the kernel phase will form the epdanie. On the
other hand if F is less than the number of hyvpercobe
dimensions, (he prologue will be formed by O-1 ifemtions.
the kernel will be formed by o-CH 1 iterations. where we will
be abde 1w use O hypercube dimensions simulianeously and
the epilogue will also be formed by (-1 bHerations. The
resuliing algerithm of the application of the communication
pipelining technique to a CC-cube will be denominated
pipetined OC-cnbe (Diaz de Cerio ¢ af | 1996)

The communication pipelimmg echnigue also allows us o
exploit the possibility of overlapping computation and
commumications. Mote that in the ilerations of the pipelined
CC-cube algorithm several packets are compaited and that ence
the computation of a packet is finished this one can begin fo
be tranamitted at the same time that the following packet is
being compuied (Diaz de Cerio e @l 1998).

S Embeddings

[l probiem of programmmg a CC-cube algorithm in a
iftesh oF 1or can be seen as an embedding prokblem of graphs,
being dhe nlaorithm the gwest graph and the multicompater
the host grapi. In this work we are interested i those
cimbeddimgs in which is fulfilled that all the processes have
their respective 1I|.‘|;|:|1:||:|J'.~r :].l.‘l’.“l.l:dlllg ter o determined
hwpercube dimensson mopped m tee muolticompatar o Lhe
sume distance. We will denominate this property g cansianr
chiEfaRee POOPETTY.

Embeddings with constant distances have the property of
wihich ull the processes take the same time 1o transmit &
miessans o thewr neghbor moa determined iteration of the
algorith, e to s and ihal the duration of the compuatation
phases s identical Tor eoch process, U delay times associnted
to pmbalances bevween the nodes in the commumication phases
are avoided, cspecially under the store-and-Torward
comminicalion model where the ud}l!ll.r'l'iunicallun Limie 1%
propostional o he distance.

The nrchitectures in which this work is focused are!
hwpercubes, meshes and tori. The embeddings that represems
the execution ol the Cl-cube on g hypercube is the ey
embeddmg, smce both graphs are wentical In meshes, the
crbedding that we will uze 13 the one known as siowaard
i Matic, 1990 In the case of tori. the embedding that we will
use s deneminaled as vor embedding { Gonzdlez eval, |9935),
which is one of the proposals of this work, since in the case
af i, the xor cmbedding is better than the standard in the
sense that the average distance between neighboring processes
i"i wiraller.

Tle application of the standard embedding of a o-
dimensiongl hvpercube on o c-dimensional mesh con be
defined as figure 3 shows, Matic makes an exhawstive
cvaluation of this embedding.

G Mamiles |y

B Process ()

I i TTH
1 2 5 i 3
ini
® Process {ni I:::I-.‘h'l:ld:' (=im iy =

|

n=-<=pi3p, 02k ni 1k nilp= w

ihi

Figure 3: Samlard embedding. {a) 3 dimension hypercobe on o
lime, (I 4 demension hypeicubs on a mssh of 434 nodes

3
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The standard embedding fulfills the property of the constant
distances. Ifwe look at figure 3.b we can observe, for example,
that any pair of neighboring processes according to dimension
| is found at distance 2 {0-2, 1-3, 4-6, __.). It is neces=ary 1o
emphasize that, so0.and as Gonzdlez er of (1995 ) demonstrates,
the standard embedding is optimal in the sense that it
minimizes the avernge distance between a process and its
neighbrs,

The application of the xor embedding of a J-dimensional
vpercube on a c-dimensional iori can be defined as figures 4
and 5 show, where (@ XOR &) is the exclusive OR of bits

and b,
me= i W, 2k 13, nibjs

m = o 2, o Ep, el ) ik

® Process (f) I:j Maode (mi

Figure 4; Kor embedding of a d=dimenssonpl CC-gube on g ring.
The processes ure lobeled by means of wand the nedes by mesns
ol m

o Process [n) {:}N:dﬁt{mpm:.h:
m = <ni 5}, n{#), n(3), ni2), of 13, nil)=

e ]

. ®,
YRROB283,

Figure §: Xor embedding of a &-dimensianal hypercube on o iors
of 8x8 nodes. The connections are mot hown for the soke of
clariy,

The xor embedding also fulfills the propery of the constant
distances. As it can be scen in figure 5, all the pairs of
neighboring processes according to dimension 2 are found at
destamce 2 (0-4, -5, 2-6, ...). Mote that, in the case of the
standard embedding, the pairs of processes according to

i —

oz

ifimension 2 will be found @t disiance 4. Gonzdler o of [ 1995)
also demonstrates that the xor embedding is optimal m the
sense that it minimizes the average distance for the case of
rings (lor of a dimension ),

6 Message Scheduling

The embedding solely determines the location of the processes
of the pipelined CC-cube algorithm in the mesh or ton. In
order to completely specify the algorithm, it is necessary to
determine how the messages that will be exchanged m each
one of the iterations must be scheduled. 1t is in this point
where aspects such as the number of ports, the communication
maodel and the possibilities of overlapping the computation
and communications acouire special relevance,

In oar work we have made an exhaustive study of how o
salve the scheduling problem in each one of the possible
scenarios (mesh/tori, ong port'maximum number of ports, e1c)
In general, the proposed schemes tend to make optimal use
of the communication bandwidth that the connection network
offers, In this section we describe (he basic ideas through
simple examples that allow us o give an idea of how o
ppprosch the problem. For it, we will suppose the wormhole
communmication model on one-port nodes. Becouse the
message schedulings that we propose wre free of conflicts,
the examples can be applied in the same way under circuwi
switching or virtual cut-through communication models.

6.1 Embedding of a CC-cube

Figure 6.3 shows how the standard embedding of a CC-
cube nlgorithm hos been mude on an 8 node line. In this fguane
it can be seen that to communigale all and each one of the
processes with its neighbor a distance 2, 2' communication
steps are necessary. In general, i we only consider the
bransmmissien time and suppose that the size of the messages
i5 N, we can compuie the communication time of the algorithm

as:
=1

f=% XNT, =2 <1NT, =27 NT, (1)

Where T i3 the transmission time for each element of the
[}

MEssage.
6.2 Embedding of a Pipelined CC-cube

We will agam use the standard embedding 10 execule a
pipelined CC-cube algorithm on a line, Let us lake forexample
afty iteration from the kernel of the pipelined CC-cube
algorithm. AT the end of the iterntion all and each one of e
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processes send n message 1o each one of thear three neighbors
in the hypercube. According to figure 6.b shown, each process
has its neighbors a distance 1, 2 and 4. The vertical axis of the
figure represents the time. Each one of the arrows represents
the communication between two nodes whose processes are
neighbors and the different tone of gray of the amrows indicoles
the dimension of the CC-cube that s used in the
eommunication. The figure shows that during the [irst two
communication steps there s a set of nodes that make the
communication by dimensions | and 2 and in the following
twir steps the nodes that remained until now mactive make
the communication also by dimensions | and 2. Onee that all
the nodes have made the communication by these two
dimensions, the communication beging by dimension 0 In
the case of dimension 0, only a siep is necessary o that all
the nodes make the communication. In the case of any number
of dimensions we would take them in pairs beginning by these
of greater distance and in descending order, Mote that m the
figure, in any communication siep, mosi of the
communications are passed through two messages (ome m
each direction) that is to sy, that the interconnection network
utilization 15 much more efficient. In general, to communicate
all the processes of a d-dimensional CC-cube with their
respective neighbors in dimensions &, i+ 1, _, i+8=1, (2000
273 communication steps will be necessary i1 M is even or
(2 LIV communication steps if M is odd.
- ' s s demane

o -

r
Lt
0

N Compaistion -

A Comminicalion
J U
Siep 1
Siep 2
Si=p 3
Siep 4
Slep 5

hi
Figure & o} Compuetation ol communication ol o CC-cubs o0 a
line of & nodes. b) Execution of 8 kernel iteration of o pipelined
CC=cube algorithm an o lmie

[T we account for the communication steps of the prolopue,
the kernel and the epilogue and supposs that (M<d, these
altomether result 1o be:

B+ - 20042 _gg
1§ ()

where z=(}if {2 is even and z=¢(+ 1) if Q is odd.

I we suppose that (=4, the total number of communication
!':|.1.'FH'G e

(301" 434 120 -2

E]
1% (3]

where ==4 if o is even and ==3% {f o s odd,

Mow supposing that (7 is sufficiently big (02> > ), we can
suppose thad the cost due fo the prologue and the epilogue
can be neglected with respect to the kernel cost. Considering
only the ransmission tme and knowing that the size of the
messages is A() we can express the communication time of
the pipelined CC-cube algosithm as;

LY a4l
i Jmd $ T ™ _ NT
=L ) o =3 M@

It wie compare this result with the one previously obiamed
for the case of the CC-gubse algorith withoul communication
pipelining, it resulis that we can express the improvement of
the efficiency obtained when applying the CALMANT
method as F=¢ 4 =15, which means an imporiant reduction
in communication time. I general, for meshes of e dimensions
the result is an efficiency improvement of order r={ 5,

The bigger parameter £ is, the befier use is made of the
interconnection network, however when increasing the
number of packets (o transmit, the cost due to the initialization
of the messages also increases. A tradeofT exists that will have
to be solved by means of an optimal ! selection and so
minimizing the communcation cost,

The exemple presented here is a simplified case that shows
us how the message scheduling has an imporiant relevance at
the time of specifying the algorithms. The complete study of
message scheduling for meshes and tori of multiple
dimmensions s much more extensive and can be lound 1m0 the
doctoral thesis of Diaz de Cerio | 1995,

7 Efficiency Figures
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The CALMANT method has been applied to groblems such
1 the FFT, the compliore exciange and sorme methods (or the
single vale decompesition and clgenalie compatait, all
of them on different tvpes of archileciure | Diaz de Cerla o
e, 1995 | 0G (998 Rove of of, | 9981 In previoas works
the CALMANT methodolopy has been presented o an inatial
version for torl, withoul applying the communication
pepelining, Later, the communication pipelinimg wechnigue was
npplied 1o synchronous and asynchronows hyvpercobes nihe
Enst ones with the possibility of overfapping compuration snd
communicationk. bn this section we will present some of the
main contributions, related o the CALMANT apphcsnon to
meshes, making wse of the commumication pipelinmy
technigue. The graphs are obtained from eralviresl moddeis
of the execution tine.

In the first place we will consider the application of the
CALMANT mathod ot ithe FFT. The eliiewency oo our melod
hus been compared with the proposed method By Sovkaanal
und Prervis ( 1991 for the sesobution of the FFT on o hypereuba
of dimensien o= 14 with capacity 10 overlap compusanion and
communications. The graph of figure 7.6 shows the efficencs
of both methods with respect to the executon time of the C0-
cube nlgonthm based on the size of the proklem (2% In the
horizontal axis. the value of s presented wmd n the vertical
axis the efficrency that pesults from divadomge the nime of the
CCube alporithm (T 5y the time of the different progasals

(r ] Vis presented. In addition, the iraph
CALRRANT i i b4 i

presents a level that cinnet be outperfosmed oF /T

il w

to show the distunce to the optimal efficiency. We suppose
an initialization time of the messages (7 ) 10 iimes supenor
10 the transmission time by the element and we suppose thil
this time is at the same time M) Gmes 0e computaiion e
{T ) of an anithmetic operation (with the purpose of ehtaiting
a relation of computation-communication overlaps The
propesal of Avkanst and Derves, beswdes bemg 2 specific
proposal for the FFT, it exploits the overlapping but not the
communication pipelining. It is for this reasen that our method
resuhis to be more efficient.

Interesting results hove also been obtained when applyang
the CALMANT method 10 the complete cxchange
communication algorithm on meshes and wori. In fgure 7.0
we can find a graph for three-dimensienal tori where our
proposal is compared with the proposals of Takkella and
Seidel{ 1994} and by Tseng v Gupta { 1994, The graph shows
the efficiency of the resulting algorithms based on the volume
of dwta (2% thil each node sends w another one. Agnin, in the
horizontal axis the problem size {m) is presented and in the
vertical axis the efficiency appears, as the execution Hme of
the CC-cube algorithm (T ) aver the time of the different

; . In thi |
proposils []"I_‘wm_ '."‘r“m_ Tﬂmwﬂb i this case we are

spposing o rebareon of TO00 Between the initinlization time
i the messares |7 band tee Wansamsswon time of an element
o 1w necessary bo emiphasize il the apglication of our
jrropisnl s made ma sestematic woy on differemt architeciures
ind ubENs, in many occasions, berier resulis than the specilic
progosals (o7 conerete architectures that olker ssthors do
Frnaliv, the proposed method as also been applied o the
facons aizerithms for the simgke valoe decomiposition and
clgenvalie compubation. Fiaiure 7o shows the relonive
wommumcanien costwhen the CALMAN T method is applied
et SR and when we apply this method o a
rreaditiemtion of the algorithm wlse proposed By our group
sifming-nniir ) Inthis grpdt o other curves appoeir thi
wrenen the Pscobe lgariibm without communication
pepeliming (0N wlrarifem ) and o minemam level (porfos
pacadivfism i &0 ol then bysed on the hypercube
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8 Conclusions

In thiz work the CALMANT method nns been presentes
for the systematic mapping of algorithms with hypercube
wpology on multiprocessor svsiems. As an applicabilie
expmple of the method and the obtamed resuits, we have
considered three different problems (FFT, complete exofmm
E.ﬂd.'rh'ﬁ:.'u'fullm'n|:|."|.'-c.l.IH||'l|l'|'rHrHr|J?I..|'|'Iﬂ|_'IJL.J|'|'|I|' ORI R |

When compaging with the proposals ol olber aushors tor
the solution of these problems, 1t can be veniied thi the
CALMANT offers betser resulis [or mpny ciises, We mast
niod foreet that our proposid i general and applicable o oen,
different problems and architectures, wnd that the projusdis
from the other nuthors are specitic fora problem amd & conernese
tvpe of architecture, Mhroughout the work, we fave wed u
give an intoitive wWea, avoiding 10 the maxinnim passinle sl
formulns in the obtainment of the analvescal mnodels of the
execution time. For those readers interested nmaore details, a
complete study can be found at Dine de Cerio’ s thesis | | 50R)
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