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Abstract

Ar infermation retrieval or document base sysiem has o somehiow deal
with variows phengomena of equivalence af same Aeings, These are lowee-
CRe vy wppercass matehing, morphological igfleciion, derivation, and
SERORARLY Of wordss cgn, given o guery compider, find Computers, com-
pading, workstation, The laxer proldems are very Imporianl 4 langeages
wiihy pielier morpficdogy and less stalle terminology thar (0 English, Ao,
mvclt better recall s aohieved by maiching mpomems and Tvperayms
I T HesTrs, e, given a query compiens, find also supercompiier,
Sierocampter, iaifrane, machine, device, precessor, UNIX el Tech-
wically, this con be handled ar the Sme of indexing by reducing relaled
sirliges o o eommon for, or al the due of guery procexsing by expanding
the guwery with e whole sef of the related forms We argue Jor that the
favter way allows for preater Sexihility and easier maintenance, while
bevng miewe affoedalile S (1t is wspally considerad, We propase to expond
the geieey with coly these wards that really appear in the document base
e experime il with a thesaurus-Gased information refrioval sysien we
are dirvelopimg for the Seherfe of Mexioon Repubfic show goly instgnifican
increase of the real wser guerics on average with the 200-megabyie docu-
ment baze of the Senate, in spite af hichly inflective Spawnish language,
Keywaords: full-text database, information retrieval, query expansion,
natural language.

Resumen

U xistema de recuperaciaon de igformacion o sistema e base de dates
dociumental Nene gie evaluvar de algana fema la equivalencia de cadenas.
Por efenoln, codenas en mindscidas versy cadenas conl mayisolay o
wrixtas, fow coderas con diftrencias en Jexiones morfoldgicas, o deriva-
cidn mioefoldglea, fos casas de slwonipio de palabras: digames, para Ja
peticidn Contpetior, se paeds enconfrae fomiién fay pafabeas Comgriers,
compriing. worksiatton, Los aswnfos relacionodas con movfologia son
wiuy imporiantes para los idiomas can la meriolagla mas desarvallada v la
feriminelogia menos extable gue o tene el dnglés. Tambidn se puede
chiener mefor relevancia oo docimentay recuperados frecalll wsande
fipaninas e fipardnimas de algin tesauro, por efemplo, pard e peicidn
corpriers ki shconirar lag gpalabegs Superooniien, lerocar-
fer, mainfame, machine, device, pracessor, UNIY eic. Téomicamente, se
pricde migeefar gxte en el monento de ndexar, redaciends fas coderas
refaoianadas o v fovma comin, o on el mamenio de procesar la pesicldn
wpregado fus caderas relactanmlay con cade palubro a la peticion,
Mastramos gue of wlimg métady ez mas flexibde v fic)l de manejar, of
apisno fempo stends pastble de implemeniarse Qo gue dificre de-punfo de
vista radicional). Proponemoy expandiy Lo petician solamente con o
prafebens que realvente seoencuerivan en fa bose oo datos, Nuesivos
experimentoy con of sisfema bosads enoed tesawro desarvollodo para el
Sengde de fa Repiblica Mexicana demuestran que existz un icresanio
ssignieaive de tameio de las peficiones reales de oy wsparioy en
premedioeen fa base o2 detos, o cval contiene aivededor de 200 ME de
decumeny, o pestr o gue ef espalal ex o fenguaje con marflopie
inxtaite desarrolioda

Palabras eluve: base de ditos docomental, recoperscion de informcion,
expansian de peticion, lenguaje natural
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1 Introduction

MNearly any information retrieval system has to somehow
deal with the problem of non-literal matching of the query
and the document keywords. For example, given a query
cemputer, the system should be able to retrieve (or not,
depending on the user-defined settings and query options)
the documents containing the strings Comprder, computers,
computation, mainframe, motherboard, Internet, etc, There
are two places in the system architecture where this prob-
lem can be dealt with:

s al the moment of indexing the documents—index expan-
Sfop—aor

e al the moment of processing of the specific query—
query expansion,

The former technigue is most commoenly used due to ap-
parently prohibitively serious problems caused by the latter
one. We will show, however, that the former method has its
own disadvantages, and that the problems. of the latter
method can be efficiently salved.

Cur main motivation in this work was the development
of an iformation retrieval system for the Senate of Mexi-
can Republic, The document base of the Senate contains the
laws of the Mexican Republic, the bills under consideration
in the commissions of the Senate, the protocols of the ses-
siong, the discourses of the Senators, ele. Our customer
formulated the order of the priorities as follows,

o The gurality, expressive power, and flexibility were the
main priority due to the importance of the search results
for the legislation of the Senators,

= Small size of the index and reasonahbly low maintenance
load on the server were the second priority according to
the hardware resources available for the system.

e Mo or minimal chinges to the existing technology of the
maintenance of the database and its structure were to be
introduced.

s The system was to be operational while the dictionarics
and prammars were under development, and the im-
provements and corrections o them were 1o be immedi-
ately available to the users.

« Computational efficiency of processing ol a single query
was of lower prionity since the number of the users—the
Senators and their aids—is rather limited.
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The characteristic properties ol the document base at hand
were the following:

e [arge size, in the order of a gipabvte, to be extended to
several gipabytes,

e Specialized contents with limited variety of lexicon and
syntactic constructions,

e Still, unrestricted language with the possibility ol ocea-
sional use of nearly any word or ward form,

In this work, we are interested in a flexible, computa-
tionally efficient, conceptually simple, and casily maintain-
able solution of the problem of non-literal matching under
the requirements and circumstances listed above.

1.1 Related Work

There is 4 vast literature on approximate string matching;
various data structures, such as tries, B-trees, ¢tc. were
supgested (Aho, 1990; Gusfield, 1997, Frakes & Baegza-
Yates, 1992), These works are based on implicit or explicit
patterns that deseribe the similarity between the source
string and the matched strings (e.z., minimal editing dis-
lance) or the sel of the strings to be found {e.g., regular
expressions), at the level of individual letters. For example,
a pattern com® can be vsed o search Tor all forms of the
Spanish word comer “to eat,” though this pattern wiII also
match |72 other Spanish words like comefa "comet.” How-
ever, in our case we consider the problem of matching
arbitrary word sets that might not share any simple letter
pattern. For example, the strings dormia, dueraio, and dur-
miendo are forms of the same Spanish verb dormir ‘1o
sleeps’ the strings chirch, priest, and pifgrim represent the
same English concept refigron though they do not maich
any particular letter pattern for approximale string malching
to be applied.

The problem of senerating and matching the word lorms
in various languages, including English and Spanish, is well
studied in linguistics. Various methods and data structures
are suggested in computational linguistics for handling the
corresponding dictionaries and morpheme lists (Gelbukh,
2003 Hausser, 1999 Kaskenniemi, 1983). However, in this
article we do not discuss the problems of natural language
maorphology. [nstead, we are interested in application of a
morphological analyzer to the purely database management
task of retrieval of a kevward o all its forms. The list of the
word Torms is supposed to be already known while these
forms are not supposed to match any particular lefter pat-
tern,

The use of concept hicrarchics lor topical document
analysis was suggested in (Guzmdn-Arenas, 1998) and
applied to the information retrieval tasks in (Gelbukh ef o/,
1999}, Various large hierarchical thesauri have been com-
pited {Cassidy, 2000; Fellbaum, 1998; Lenal ef af.. 19907,
However, here we are interested not in the handling of the
statistical weights nor in compilation of the concept dic-
tionary, but rather in the way the documents relevant for a
specific node can be in practice found in an existing large
information syslem,
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2 Types of Non-Literal String Matching

Here we will discuss in more detail the types of the strings
that the user might want to be maiched. An important poim
in ach case is the great degree of flexibility necessary to
meet the requirements of a specific user or a specific
search,

2.1 Letter Case L4

This is the simplest tvpe of non-literal matching: usually the
strings like computer, Compnter, COMPUTER, and Com-
Puter are to be considered equivalent. 'The designers of
inlormation retrieval systems tend to consider it obyious
that before indexing the database, all words are to bc auto-
matically converted 1o, say, lowercase.

However, under certain circumstances, the user might
want (o search for a specific string such as Bill or Main-

Srame (personal names) but not 50 nor mainfiame; CFF (the

name of an organization) but not Cis {personal name), CF-
Cling {the name of a conference) but not cveling for -
eling

2.2 Morphology

The second class of strings that frequently are considered
equivalent are the word forms of the same |exeme: cam-
pute, comprding, computed, or its derivational variants:
compuier, computalion, compulational, compuiability,

Such equivalence is determined by linguistic software—
stemmer or, more  generally, morphelogical analyzer
(Hausser, 1999; Koskenniemi, 1983, Gelbukh and Sidoroy,
20020, For each word, it provides (possibly ambiguously)
an identifier—a normal form like compute, a stem or rool
like congrid-, a number, etc—that is commaon for all such
equivalent word forms. Then matching of the two sirings
consists in reducing, or seemalizing, them to such identifi-
ers and comparing the results,

Marphological analyzers can be of different degree of
complexity, which depends on the language of the docu-
ments, on the desired precision, and on whether only inflec-
tion within one lexeme (compuie/computed) is to be taken
into account or alse derivation {cowmprute/computer) word
formation (computerfuncamprdtabiting. In the simple case,
such an analyzer can use a simple list of endings; such as -,
-¢dd, =ing, =er; =ability and a small list of exceptions, such as
go, poes, went, gone, For highly inflective languages such
as Spanish, the list of endings can be quite large, currently
3451 endings being used in our system. A more saphisti-
cated—and thus more precise—morphological system can
use complex patterns and‘or rely on a large dictionary,
Hoewever, even o dictionary-based system must contain a
heuristic alzorithm for handling the words absent in the
dictionary,

Mote that heuristic-based morphological algorithms per-
form much better on analysis (normalization) than on syn-
thesis (generation) of the word forms corresponding 1o a
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aiverstem. For cxal‘i‘].ple, a simple list-based algorithm can
normalize wncompriability to -comput-, however, given a
bstem ~comput-, it is more difficult to make a choice between
*incamputibitity, Flrcompatitillity, etc.,

Matching the morphological forms of the same stem is
not always desirable for the user. For example, the user can
be interested in computers, but nol in compmdaiion. Very
annoying can be morphological reduction of ambiguous
forms, especially in highly inllective languages such as
Spanishe For instance, the Spanish verb conter “toeat’ form
about 700 morphologieal variants like comisie *you ate’ or
comidndotela ‘(you) eating it up’, ong of which—namely
come Ml eat™—happens to be homonymous with a very
frequently used conjunction commn ‘as,” “how,” Thus, to find
the documents with the Spanish lexeme comer with a rea-
sonable precision, one has to sacrifice recall a little bit by

formimg the query as “all word forms of comer but comal

]

Thus, the user should be able to control the application
and the degree of morphological normalization applied o
the query by the system,

2.3 Concept Hierarchy

The third class of the words that might be considered
equivalent are svnonvms (processor/CPLY,  hyponyms
{ecmigderimainframe), hypernyms {compuderidevice), and
possibly other related words, Since no algorithm can infer
such relationships between words on its own, a diction-
ary—namely, a hierarchical thesaurus—is used to provide
this option to the user,

In our system, we use a 33.000-word dictionary organ-
ized in'a deep hierarchy of relaled concepls, similar to, and
in part derived from, the Roget thesaurus (Cassidy, 2000).
By related concepts, we mean not only the ix-a relationship,
but also other words that are of interest to the user looking
for the documents on a given topic (Guzmin-Arenas,
[998). For example, the entry for religion contains such
words as Ditde, priest, pray, church, pilgrim, ete. Thus; the
user looking for the documents on religion will-be offered a
‘document that mentions Sible. Optionally the degree of
such relationship can be weighted quantitatively {o measure
the relevance of the found document {Gelbukhb er ol 1999},

ot tdar this efec cosoon be achieved wits o simple fodical sxpression "l docamesn contain-
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Oliously, the user should have a full control over the

set of words 1o be considered equivalent to the query key-
word{s). The following options are of particular interest,
see Fig, |t

All instances of a given concept, i.e., all words below a
given node. For example, with this tvpe of query, givena
query “Find evervthing on mathematios.” the system
should retrieve all documents on aleehra, geomelryv. cal-
cirfus, and within these topics, everything on lnear alge-
Bre, group theory, o, differentiol geometry, foliation
theary, ., differential cafewlus, .., and finally retrieve
the documents that mention the words vectors, meni-

Jolds, differentials, etc. Another example: “What events

happened in Eweope?™ This query should be interpreted
in such a way that the documents mentioning Eagland,
Fraly, Austria, ., London, Manchester, Birminghan, ete.
be retrieved,

. Mear-immediate instances of a given concepl, i.e., the

words below a given node but not deeper than o levels,
For example, a student might want to know what is
mathematics: “Find documents on mahematics in pen-
eral.” In this case, the system does retricve the docu-
ments thal mention the words equation, ineguality, theo-
remi, but not isostrophy nor semilatiice, the latter words
being too specialized. Another example: “What is the
palitics of the Luropean couniries? In this case, only the
documents that mention England, faly, Austria; ., and
probably Londor, Rome, Fienna, but not Manchester,
Bivimingham, ele. are to be retrieved,

. Similar concepts, the words located in the concept tree

not farther than m steps from the given one, be the steps
in the down, up, or horizontal direction in the tree, For
example, “What disciplines are similar to smadhematics?”
In this case, the relevant words are physics, astronomy,
algebra, geametry, elo.

. General concepts, i.e., the words of which the piven

node is an instance, For example, ®In what hemisphere is
Muarelia located?” [n this case, the documents that might
mention the hemisphere where Michooedn, or Mexico, or
Norith Amevica is located (Morelia being a city in the
Michoacan state, Mexico). Another example: “What
right an dssociafe Prafessor has?™ In this case, useful
documents can mention the rights of a eacher, em-
o, citizen, or hman,

In fact, the consteaints | to 4 often have 1o be combimed.

For example, in a tyvpe 4 query, a limit on the number of
levels—as in the tvpe | query—or on the most gseneral Jevel

useful, since too peneral concepls appear in oo many

01s
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Fig. 2. Reported performance improvement

documents and also scarcely provide any knowledze un-
known 1o the user. Or, type 4 queries can be combined with
type | or 2 queries. For example, for the query “In what
hemisphere is Michoacdn |located?” both more general (as
in type 4) and maore specific {as in type 1) concepts are to
be searched for, Mote that, at least currently, the desired
type of the query generalization cannot be inferred auto-
matically by the system and should be chosen explicitly by
the user.

3 Index Expansion

[ the previous section, we discussed four cases of identity
of the strings: letter case, morphologically inflected forms,
synonyms, and a concept tree (type | queries, see Fig. 1), A
naive~—and the most frequently used—approach to repre-
sent the first three cases of identity is fudex rediction: at the
moment of indexing, all letiers are reduced, say, to lower-
case: all word forms are reduced to the main form {compi-
inp, compited, compnites, compuiation, computer — com-
puie), and svnonyms are replaced with one chosen repre-
sentative (CPL — processor), The latler case—a concept
tree—can be handled by additionally indexing each docu-
ment with the hypernyvms of the words 11 contains (main-
Srame — compuiler, device, ariifact); with this method, a
query “devices” will retrieve also mainframe.

[nn this article, we argue that this naive approach has se-
rious disadvantages. Fiest ol all, as we have shown in the
previous section, depending on the desired precision recall
ratio, the vser might sof want such strings to be considered
identical. Thus, indexing process should not cause any loss
of information—i.e., all the letler strings should appear in
the index as ds, without any change, even in the letter case
(i.e,, reducing 1o lowercase), To achieve this, the strings
reduced in letter case, or morpholagically, or by a thesaurus
should appear in the index in addition to {rather than in-
slead of) the original strings, e.g.: Mainframes — Main-
Sramies, wmainframes, mainframe, computer, device, artifoct,
Since the new keywords are added to the index instead of
replacing the original ones, we call this process index ex-
pansion,

Ule

To allow for certain Nexibility of the queries, some im-
provements to this indexing scheme can be suggested. For
instance, the additional keys are 1o be marked somehow to
be distinguishable from the original ones, e, Maiaframes
— Mainframes, CASE-mainframes, MORPH-mainfirame,
UP-comnpter, UP-device, UP-artifact, With this, a user
query “exactly the string Mainfirames” can be internally
translated by the svstem into the SQL query “ Wadinfiames”;
the query “the word form mginfranmes” into “CASE-
maingframes”™ that matches both Mamframes and  mgin-

Srames; the query “the lexeme mainframe” mto “MORPH-

mainframe” that matches hoth meainframe and mainfiames;
the type 1 query “devices™ into “UP-device” that matches
both mainfiame and prinier,

Cither possible improvements will be discussed in sec-
tion 0, However, the index expansion method presents
some inherent problenis:

s Lack of flexibilioy. Only the vpes of queries for which
the index was specifically designed can be executed. The
user cannot choose what words of a given set are to be
considered cquivalent, eg., “all word forms of compute
but computing™ see also the discussion of the example
with the Spanish coner in section 2.2 and also the foot-
note there.

o Lager fndex. Unlike index reduction, index expansion
can significantly—from twice to tenfold, depending of
the wse of only morphelogy or also a thesaurus—
increase the index size. In many cases, especially with
large databases, this is not atfordable.

= Maintenance difficelties. Too close coupling of the in-
dexing process and potentially complex lingware—1the
morphological analyzer and the thesaurus—presents
both organizational and technical problems,

— Adding the intelligent search engine 10 a long-existing
operational database maintenance technology requires
significant changes in the latler, which implies chang-
ing existing software and documentation, training the
maintenance engineers, ete, In our case, preserving in-
tact the existing technology was one of the strongest
requirements of the customer.,

— Unlike stable database maintenance procedures, com-
plex dictionarv-based lingware tends (o be—at least
for a certain period of time—in constant development:
new words are added to the dictionary, the morpho-
logical tables and algorithms are corrected, new links
are added o the thesaurus, With index reduetion or
expansion, cach time a change is made o the ling-
ware, the whole database is to be re-indexed. which is
often not alfordable, especially when the linguistic
processing is slow and resource-consuming. On the
other hand, delaying re-indexing for a long time
greatly discourages any improvements Lo the lingware,
from the point of view ol both the developers and the
Customer,
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4 Query Expansion

An alternative to handling non-literal string matching at the
moment of indexing is handling it at the moment of query
processing, A naive approach to this method is the follow-
ing. The letter strings found in the documents are indexed
g v, without any changes, Then, at the moment of query
processing, the user query is automatically substituted with
an appropriate logical expression, g, the query “compute
and matrix” internally is executed as "(compuie OR com-
putes OR computed OR compuding) and (mairiy OR ma-
irizey OR marrices).” This procedure is a varianl of so-
called query expansion (Kowalski, 1997, Voorhees 1998).

This method does not present any of the problems listed
in the previous section, Namely, it has the following advan-
lages over index expansion or reduction:

o Flexibility. The user can edit the resulting expression
(sav, by checking or unchecking the checkboxes next to
each generated form) to achieve any desired combina-
tion, For example, the query “all forms of the Spanish
verh eomer but como™ can be naturally expressed by the
uzer and processed by the system.

e Smaller index as compared with index expansion. Only
the strings literally present in the document are present
in the index,

o Eayy maintenance, The indexing procedure is trivial and
does not include, nor depends on, any lingware. No
changes 1o the existing non-intelligent indexing technol-
ooy are necessary when adding an intelligent search en-
wine Lo an eperational database. Wo re-indexing 15 neces-
sary when changes are made to the lingware, and such
chanpes are available immediately to the user.

However, the disadvantages of this naive appreach are
s0 obvious that it cannot be considered a practical option.
tamely, the following two problems render such a method
unusable+

s Too large queries, As we have mentioned, the Spanish
verb comer form about 700 variants; which resulis in too
large query. With a thesaurus, the coneept Enrape would
contribute o the query all countries, cilies, rivers, moun-
taing, nations, tvpes of food, ete, specific for Europe. In
addition, each of these strings should be capitalized in all
possible ways,

e (renerafion. As we have mentioned in section 2.2, gen-
erating all forms of a given lexeme (compnte — com-
pte, computing, ..., wncomprtable, L) s a task signifi-
cantly more difficult than guessing the correct main form
or stem of a given word lorm (compate, compting, un-
compfable — compuie OR -compui-). In case of a heo-
ristic-hased morphological algorithm, the number of hy-
potheses in form generation is usually much greater than
in reducing 1o the stem,

However, limited version of this approach (similar 1o
Type 2 expansion, see Iig. 1) has been tested, with promis-
ing results. Voorhees (1998} reports that semantic query
expansion vsing WordMet (even in such a limited form)
significantly improves the results in terms of precision and
recall, especially when the query is short, Fig, 2 approxi-
malely shows the figures reported by Voorhees.,

In these experiments, the query lerms were expanded
manually by selecting the appropiate terms from  the
WordMet thesaurus, However, any allempls to automati-
cally select the expansion terms failed due o word sense
ambiguity: it is not ¢lear where in the tree a specific query
term is located, For example, for the word bilf, would the
appropriate synonyms be fnvoice, propesal, hanknole, beak,
or hoe'? However, there have been developed methods for
automatic word sense disambiguation, for example, based
on term co-occurrences, that allow for significant gains in
retrieval performance (Qui and Frei, 1993).

There are we ways of application of query expansion:
the new terms can be added with cither AND or OR opera-
tar. In the former case, Yuen-Hsien Tseng (1998) reports up
1o 69% jmprovement in precision, though adding 1o many
terms can lead to empty retrieval results. So the laller
case—OR—seems to be the moest praclical application for
the techniques under considerations, as in (Voorhees 1998}
In this case, recall can be significantly improved, even
thougl at the cost of deteriorated precision.

The conclusion is that query expansion can significantly
improve either recall or precision, especially in a situation
when the other measure (precision or recall, correspond-
ingly) is not a major issue. In the next section, we will show
how the technical problems mentioned above can be
worked around without any change in the resulting pre
cision and recall,
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3 Lazy Query Expansion

First, we will hriefly discuss the common properties of
languages that guarantee the applicability of our method,
and then proceed to the method iself

5. 1 Diversity of Language

The diversity of language in a certain text collection is
limited. Indeed, the most frequent words as repeated many
times, not leaving much space for other words, These intui-
tive considerations are formalized by two empirical statisti-
cal laws called Zipf law and Heaps law,

To explain them, it is important to distinguish between
words as tvpes (Le., different words, words as clements of
the language) and running words: e, occurrehoes of g
word in a specific text. For example, in the phrase Jokn
toves Mary and Mary foves John there are 4 different words
(t¥pes) and 7 running words {occurrences). By frequency of
a word, we mean the number of its occurrences in a given
text.

The Zipf law states that the most frequent words are
muel more frequent than the less frequent words. Given a
text, depote r(w) the statislical rank of o word w in this
texl, fe.. the number of different words which has higher
frequency than w. Then the frequency fiw) of the word w is
approximately -

Slw) = .
r{,”.}-

where C is a constant and = is near 1. Fig. 3 graphically
illustrates the real distribution of the frequencies ordered by
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the tank for a typical document, together with the approxi-
mation given by the formula: as ane can see, only the most
frequent 300 lexemes appeared in this English document
maore that 30 limes.

Presumably. one of the consequences of the Zipf law s
the Heaps Law. It states that the number of different words
is & text is much less than the size of the text, Given a test,
denote vin) the number of different words whose firsl oc-
currence is the running word with the number less thun # in
the text. Then this value is approximately

v = D",

where [ is a constant and / is reported in ( Bacza-Yates and
Ribeiro-Neto, 1999) 1o be in the range between (14 and 0.6,
Fig. 4 illustrates the distribution of the number of different
words accurred belore the s-1h position for a tvpical docu-
ment: us one can see, this 90.000-word English document
containg only 6,000 dilferent lexemes,

We have conducted some experiments 1o validate these
laws. Lmlike (Gelbukh and Sidorsy, 20010, in these ex-
periments. we approximited the whole range of distribution
ifor Zipf coefficient, we ignored the first 10 ranks). Fig. 6
shows a sample of the results for tiree English, Spanish,
and Russian documents. All documents had the size of
[ D000 running words or maore. This figure also shows the
average values for the corresponding languages found in
our experiments. The average was calculated over 39 lexts
for English and Russian and 3 long texts for Spanish, In
facl, Fig 3 and Fig. 4 present the results for one of the
documents from our collection,

Thus, the number of words in a large enough text is ap-
proximately proporticnal 1o a square rool of its size. What,
however, is the number of different words in a language?
There are different ways to answer this question. A large
dictionary usually has about 200,000 words (lexemes, or
stems ). Using the values given in Fig, 7, we can predict that
an English texts needs to be at least 48 million words long
for each of these words to appear at Teast onee in it. How-
ever, together with scientific and special terms, the esti-
mated munber of words in a language is about 1 million,
which gives | milliard word long text {10 GB).

However. ane can count not different lexemes but difTer-
ent wordforms (strings). Even though the strings ask, asks,
axked. asking belong 1o the same dictionary entry ask, they
ean be counted as separate types, In our experiment, we
observed that 90,000 most frequent Russian words {lex-
emes) generate 2234000 different strings, Using again the
values from Fig. 7, one can see that a 36 million words long
text is needed for each of these wordforms Lo oecur at leasi
once. Thus, Tor a 200,000 words dictionary, 100 million
words long text (1 GRB) is needed. We expect similar results
for Spanish.



A, Gelbukh: Lazy Query Expansion

String 1D String D Sering 1
comprier  computer compites compute meitframe  computer
Compuler  computer COHREAting compule mainframe device

Compuler computer

uncomputability  compute

maiframe  artifact

Fig. 3, The table used for Ly query expansion

Finally, in agglutinative languages like Turkish the num-
ber of wordforms is potentially unlimited, so m such a
langeape the number of different words (counting word-
forms, not stems) s infinite,

The conclusion is that even in a quite large lext, only a
small fraction of the words (stems or wordforms) poten-
tially existing in the given language occurs,

It seems obvious that in specialized document collec-
tions (such as medical records or legal contracts) even a
smaller part of all words polentially existing in the language
oecur (since the words of other language styles and topics

do not ocour in such collections), though we did not
conduet the corresponding experiments.

5.2 Lazy Query Expansion Method

The improvement we sugeest for the method ol query ex-
pansion consists in including into the expanded query only
the strings known to be present in at least one dogument of
the given database. Since only a small fraction of all possi-
ble forms of a word or sub-coneepis of a concept is present
in the database, this greatly reduces the size of the ex-
panded query. At the same time, when applied to the spe-
cific database, such a reduced guery is equivalent to the
fully expanded query, We call this modification of the ex-
pansion procedure lazy expansion,

The process of lnzy query expansion can be sketched as
Follows,

e A list of all strings that appear at least once in the given
database is compiled,

s This relatively small list is indexed as described in sec-
tion 3, which produces an index table such as the one
shown in Fig, 3.

In this figure, by the identifier {1D) we mean a re-
duced form, such as reduced to the lowercase, morpho-
logically reduced 1o the main form, promoted up the tree
in the theésaurus, ctc: see section 2 (we did not show in
this table the improvements discussed in the sections 3
ane 81,

e Al the moment of processing the query, each keyword of
the query is subject to an appropriate indexing process
depending on the user-defined option, for example, to
marphological reduction 1o its main form, e.g., compi-
ahfe — compuie, thus giving a potential 1D, In case of
ambiguity, all potential 13s are obtained.

s The 13} for each query keyword are looked up in the
right column of the table. and the word is substituted
with the list of the correspending literal strings found in
the lefl column.

For example, with the fable above, the query “what things
are compdaile? s transformed first into the query “[0 =
compute™ and after the lookup in the table. inte the query
“cumputes OR compeiing OR wncompritalilin'”” Note that
it does nol contain such strings as compuie, compided, nor
the very source [orm compuiadle since they do nol occur in
the documents in the database,

To process a complex query. such as. for example, type
3 guery discussed in the section 2.3, the thesaurus is navi-
pated correspondingly and the query is first buill as a dis-
junction of the relevant lexemes or concepts as shown on
Fig. 1. Then such a query is further expanded through the
index table as described above.

The suggested modification of the query expansion
methed does not have any disadvantages of the latter, thus
presenting the following advantages as compared with full
query expansion

o Swmaller gueries, Only the words really appearing in the
database are included into the query. The difference is
especially sensible in the languages with developed
morphalogy, For example, of about 700 forms of the
frequently used Spanish verb comer ‘to eat,” in the data-
base of the Senate of Mexican Republic appeared only
29 o comidndose ‘being eaten,’ comdrselo o eal it
up,’ ete.; of more than 100 forms of fadsificar ‘o Talsify,’
appeared only 11, e.g., falsificaria *to falsity her” falsi-
Sficadas ‘thoseq, e being falsified,” ete.

o (nfv peduction. The algorithm does not use any genera-
tigry instead, only reduction—such as reduction to low-
ercase or morphological reduction—is used. This greatly
simplifies the lingware, allowing for a rather simple hew-
ristic-based morphological algorithm.

O course, the suggested method still has some disadvan-
tages as compared with the full query expansion o index
expansion methods.

o Need to madntain the Nse of stringy. As compared to the
full query expansion, the suggested methad requires to
maintain an-additional data strueture. In the next section
we will show thal this does nol present serious mainte-
nance problems.

o Sl increase in guery size. As compared o the index
expansion, the queries are still increased in size, though
nat as muech as with full query expansion.
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s Chptions may ook strange. As compared to the full query
expinsion, the list of strings presented to the user for ed-
iting (see section 0) may look incomplete, especially if
the user does not understand how the method works and
why some word forms, e.g., computes, compating, and
wncomprratiline are present in the list while other ones,
C.0 . compuite or computed, are not? This; however,
should not be a serious problem.

Zipf Heaps
Wardlorms Lexemes Wordforms Lexe mes
z i & c h D A I
English 1L96 948053 097 1063811 050 2174 045 3208
098 1285457 099 IR14046 061 5S40 DAE a4
- 10T 743142 .00 TEOD 44 063 602 059 8.47
Spanish 04 322448 L0 610722 092 250 062 483
[.06 55944 81 Lid 1087983 058 (266 053 (388
Lo4 302726 110 558966 (065 549 (5T %83
Russian 095 4764.25 0,501 515640 078 375 (a4 1075
Dar 9r7IY .99 1630547 068 709 050 2585
02 1200490 104 1661019 077 274 069 420
Fig. 4. Sample Zipf and Heaps coefficients
Zipf Huaps
Word forms Lexemes Wordlorms Lexemes
i z E z L h ] [
Fnglish 100 539660 101 ITI3ET0 0571241 (L33 17.24
Spanish 03 20732.20 112 4085850 (065 692 (.57 9082
Russian (.93 TOX662 0 076 418 (43 1008

F162.33 096

Fig, 7, Average Zipfand Heaps cocflicients

6 System Architecture

The success of application of our method depends on the
index updating procedure, which we will deseribe helow,
Another interesting feature of our method is the possibility
of gradual query expansion, which we describe in the next
subseetion.

6. 1 Updating the Index

In the previous section, the necessity of maintenance of the
list of strings and the index 1able was mentioned as a poten-
tial source of complications or undesived coupling of the
indexing technology with the lingware. Here we will show
how we avoid these problems in cur system. There are two
potential sources of prablems:

T Mot thad ther Tist cannet be complasil sl te wardd ghaemi in the dalisee smee the heanscs.
basrel mgrphufopical elporithm being used fue redeiion s mol designe] G goneratios af all

prrssble wand lormes
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= Llpdating the list of strings and the index table when the
database changes, and
e Updating the index table when the lingware changes,

The latter point docs not present any real problem since
the list of the strings found in the database is very small in
comparison with the whole database, Thus the index table
is stmply rebuilt rom this list each time the lingware is
changed, with no significant load on the system,

The former point is only slightly more difficult. To
keep the existing database maintenince technology inde-
pendent of the linguistic module that builds and uses the
list of the strings, we use an independent process (an
agent, or a daemon in UNIEX terminology) that periodi-
cally {ut time intervals depending on the current svstem
load) synchronizes the list with the actual database; There
are two possible ways to achieve such synchronization,

With one method, the database index is accessed by the
agent and enumerated alphabetically. The agent re-builds
the word list and compares it with the current one, thus
detecting what words have been introduced and what ones
have disappeared. The disappeared entries are removed
from the table, and the new ones reduced (1o the lower-
case, morphelogically, and with the thesaurus) and added
to the table.

Another method requires an additional Boolean prop-
erty of the document—indexed—to be kept in the data-
base. When a new document is added to the database, this
prop eriy is set to false. The agent periodically addresses
the database with the query “indexed = false)” retrieves
some of the found documents {depending on current sys-
tem load}, exiracts the letier strings from them, adds to the

list and the table those ones that are not yet there, and
marks the document as incdexed = rrue.

The two methods have the following advantages and dis-
advantages:

e The second one allows treating the DBMS as a black
box, while the first one requires the direct operation on
its internal structures.

» The first one does nol require any changes in the data-
base maintenance technology wsed by the customer,
while the second one requires a small change in the da-
tabase structure.

# The second method allows indexing documents with the
properties not related to individual words, bat rather to
specific word combinatiohs or to the whole document,
such as the main topic of the document (Gelbukh et al.,
1999 Guzman-Arenas, 1 998),

e The second method does not provide a convenient way
1o detect deleted documents and thus the words having
disappearcd firom the index,

The Fatter is not o serious problem since the strings pre-
sent in the list but absent in the database do not affect the
results of the search though do reduce system performance.
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One of the possible solutions to this problem is to periodi-
cally (say, once a month) rebuild the whole list. Far this,
the property frdeved is made of the type date rather than
Boolean, To rebuilt the list initiating the rebuild process,
say, un (] -apr-2000, the agent retrieves the documents with
“indeved < O 1-ape-2000,"" analyvzes found docuiments, and
sels the property Lo “indeved = today.”

6.2 Overall System Architecture.
Partial Expansion

Chur swvstem is built on top of the existing operational tech-
nodopy treated as a black bex, The information flow is
intercepted in the three points;

* The user query is intercepled, analyzed, and substituted
with an expanded query using the lazy query expansion
technique. The new query is presented to the user in a user-
friendly form for possible editing. IF necessary, the ex-
panded query is broken down into a series of smaller que-
ries see below),

= The response of the DBEMS is intercepted, analyeed,

and—in case of a broken query—one response is compiled

of several partial query results,

= Al the moments of low system load, an agent periodi-
cally analyzes the database to update the word list and
thus the substitution table used for lazy query expansion,

To improve performance in cases when the expanded
query s too large, the query is expanded partially with the
words that are most closely related to the original user
query, For example, in type | query discussed in section
2.3, first ef all reducing to lowercase and then morphologi-
cal reducing is tried. Only in the case if such a partially
expanded query does not result in a sufficient number of
found docoments, the type 2 expansion is tried, see Fig. 1.
If this query is not sufficient. the fully type 1 expanded
query is performed. As soon as, however, a partial query
results in a sulficient number of the documents (say, 103,
they are sorted by relevance and presented to the vser, Any
further sedrch is performed only if the user asks for more
results. With this technique, in the most cases much smaller
queries proved to be sufficient.

This technique is based on the presupposition that the
dociments containing the words nearer (in the sequence
letter case = morphology = thesanrus) to the original user
gquery keywords are always more relevant for the user.,
Actually, the user should be able to control the éxacl order
of the partial queries. For example, in some cases morpho-
logical declension might be preferable to the lowercase
reduction, e.g., Siafe can be considered nearer to Siares than
to sfete (of, also section 7,2),

7 Experimental Results

We investigated o 200 MB subset of the database of the
Mexican Senate conlaining a representative mixture of the

discourses of the Senators, laws, and other working docu-
ments of the Senate. The corpus contained 21,378,740 letter
strings {running words), of them, only 174,386 strings dif-
ferent ones (0.8%%). Then we reduced the strings in various
ways, Obviously, the ratio of such reduction is equal to the
ratio of inflating the query when lazy query expansion is
used.

Firsl, lowercase reduction gave 102,715 different strings,
which shows that with only letter case equivalences taken
into account, the query is inflated insignificantly—less than
twice, The results for morphological and thesaurus-based
expansion are discussed in the next subsections,

7. 1 Morphological Query Expansion

For our experiments we used a very simple morphological
procedure based on a list of all possible chains of postfixes
isuftixes. endings, and clitics) potentially used in Spanish,
total of 3,378: -a, -aba, -abais, -abamos, ~aban, -andoselas
ing themage 0 RiM', ... -eandoselo, -candoseloy,
-eandoseme, -eandosenos, ., (8o, ~Is0s, -5, <istas, .,
etc. Reduction of a word consists simply in removing the
posifix; in ease of ambiguily, all possible variants of reduc-
tion are tried: fablaba “was speaking’ — hablah-, habl-,
Mote that our reduction involves meaningful suffices, e.g,
comniyme "communism’, comurisia ‘communist’, comi-
REY CCOmMmMen,,, — comiir-, which increases the expan-
slon ratio; our intention was to increase the recall with a
simple and robust method,

Clearly, the method we used produces many incorrect
stems and sometimes erroneously considers different words
as |f they had common stem, e.g., démosde *let us give him’
and ofier "day’ are assigned a common stem -, see below,
At later stages of the development of our system, a diction-
ary-based morphological analveer will be used and the
meaninglul suffixes will he treated in the thesaurus: the
postfix-list-based method will only be applied to the words
absent in the morphological dictionary, This will further
improve the query inflation ratio and the precision of the
search,

Morphological reduction  with our simple  methed
showed that the database used 55489 differént stems.
Therefore, the average number of strings per stem—i.e,, the
average ratio of lazy query expansion using only morphal-
ogy-—was about 4, We distinguished lowercase and upper-
cuse letters; for example, the stem cufiiv- was represented
by three strings: Cuwltiva, cwliiva, and cultivaron. The lar-
gest number of strings {including typos) per stem was
279 (stem = O Dhadfore, D¢, Démas, Démosie, Démoxvies,
Pénnos, Dia, Dias, Diza. DA, DADO, ..., duelo, duslos),
then 201 (stem s-1 8§, Sdr, 88, Sf, 54, SADAS. SAL,-SALA,
SALAS, SALES, SAN, -, awelo, swelox), then 200 (v=),
P90 (e=)y 172 0med, 171 (=) 130 (=), 140 (= 131 (=),
125 (est-: dsta, dyfa, éstan, céstay, ésie, déxler, dsio, &sfos,
ESTA, ESTABLE, ESTADO, ESTADOS, .| estirg, esto,
estas), the latter being the first non-single-letter stem in the
list. For 183 stems, i.c., only 0.3% ofthe total stems present
in the database, the number of strings per stem was greater

02|



A, Galbukh: Lazy Query Expansion

or equal to 50, the total number of strings corresponding to
these stems being 12377, le, 7% of the total number of
different strings in the dalabase.

As one can see, the words causing high expansion ratio
are short words, mostly the forms of auxiliary verbs, or
words with very broad meaning. or words incorrectly iden-
tified by our morphological procedure as having the same
stem, Thus, though the average ratio of morphelogical lazy
query expansion calculated by the strings of the database is
4, excluding the words with broad meaning that are no
psed in real queries and improving the morphological pro-
cedure would further decrease this fgure. Indeed, in the
real user queries, the average ratio we ohserved (with our
postii-list-based morphalogy) was about 3, which is a very
promising result.

To evaluate this result—3 times query inflation with case
and morphology reduction—Ilet us consider the inflation
ratio for case and morpholegy reduction with full query
expansion, i.c., without the information on what strings are
actually presenl in the database. In Spanish, a lexeme has
on average about 300 wordforms (nouns 2, adjectives 4,
verbs TOO0Y: so, the query is to be expanded 300 times.
Then, each of these forms, in theory, can have about [,000
letter case wvariants (10 letters, cach one in lowercase or
uppercase). This gives, for each query word, 700,000 vari-
ants word to be trigd. Even il only three case variants are
considered (car, Car, CAR), the number is 2, 100—while
fazy expansion gives only 3.

7.2 Thesaurus-Based Query Expansion

Here are two examples of thesaurus-based query expansion
of type 17 see Fig, 1. [n our dictionary, the concept a Mexi-
can cify consists of 2413 pames. When the name of city
consisted of several words, ez, La Paz, we considered
both strings. independently, as il the list included both
words fo ‘the' and poz “peace,” which resulted in 2,129
strings (due to repetitions of parts of the nomes). The data-
base happened to mentian 1,130 such words with case ig-
noring comparison, or 1,780 strings if uppercaze and lower-
case letters are distinguished.

Actually, only 1,077 of these were the names of cities,
the rest being the words accidentally matching the name of
acity (ora part of such a name) because of prior lowercase
reduction, e.z., the word paz ‘peace’ malching the ciry
name La Moz This example shows once more the impor-
tance of the user's contral over the types of reduction ap-
plied to the query: in this case. the thesaurus-based reduc-
tion should be applied without the lowercase reduction.
With the index expansion technigue, the decision on the
order of application of reduction types is made at the mo-
ment of indexing (though it can be made in an intellizent
manner for cach word individually) and cannot then be
changed by the user,

The concept body paris in our dictionary is represented
by 97 waords: barba ‘beard®, barbilla “chin’, ... mejilla
‘cheek™ L farsa, feipa tintesting” The database happened
to mention 33 of them, or 86 strings with letter case distin-
guished, Most of these words were mentioned in the dis-
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courses of the Senators of rather sonorous stvle, e, " And
will we now turn the other cheek?”, “We will not drop on
our knees!™

To evaluate this result, let us notice that with full expan-
sien, all the words below some node are to be tried. Say, in
the case of the concepl o Mexicaw ofv. 2,413 varionts
would be tried, while lazy expansion gives 1,130,

Therefore, with pure thesaurus-hased expansion, luzy
expansion does not provide substantial improvement as
compared with full expansion. The gquery inllation ratio is
high and might be not affordable in practice.” However, as
we have mentioned, due 1o the very nature of o thesauros
reflecting “general™ knowledge that oflen proves to be not
suitable for a particular user, as well as due to rather low
quality of existing dictionaries. this type of expansion cspe-
cially needs in the degree of user’s control that cannot be
provided by index expansion. Therefore, we consider the
disadvantage of the query expansion methed to be techni-
cal, i.e., temporal, while its advantage—a greater degree of
control—ie be fundamental, Note that as the dictionary is
being elaborated, the inflation ratio will not sienificantly
increase since the new words heing added (o the dictionary
are of low frequency in the texis, In the next section, a
poessible workaround lor the problem of too high query
infation will be discussed.

8 Future Work: A Combined
Technique

Even with the proposed technigue; query expansion still
slows down the system by inflating the user query. espe-
ciall¥ in case of thesaurus-based expansion. On the other
hand, index expansion has an advantage of using the con-
text af the word:

= Multiword expressions and idioms in the thesaurus, such
as hoi dog, can be handled naturally at the stage of in-
dexing of the full text of the dacument,

= The words can he disambiguated in context: ea.. with
the query “welfs,” the text oil well will be found while e
aicd ff well not.

® The structure of the document can be taken into account,
e.g., words in the title or abstract can be indexed differ-
ently from the words in the main text.

®= The global properties of the document not related with
any specific word in it, such as the main topic of the
document (Gelbukh et al., 1999 Guaman-Arenas, 1998),
can be used for indexing.

To provide these features without sacrificing the Nexibil-
ity of the query language. the index expansion can be used
in combination with the query expansion. The first step Lo
such combination is the following. Both methods are im-
plemented in the systeny; in particular, the documents are

Ies aed westimi, the ppfphiciven of query expansion i bt an the Blisaeas DitaBlade’s

synirvon sz lepnine Do wess shownd thae fais featre works wail die enioy iz up 5 1000

sy for oo hepchaera Thas with tis pameatar plafarm, Weosand-lofd espangion is sil

possaly
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indexed with index expansion as explained in section (0,
The vser queries of standard types such as full morphologi-
cal reduction or a full type 1 thesaurus-hased query (see
section 2.3), are processed [ast with the expanded index
without any guery expansion. In the rather rare case when
the user somehow modifies the list of strings to be matched,
index expansion 15 used.

The division of wark between the two methods can be
oplimized. For example, only deep levels of the thesaurus
can be considered for index expansion (mairix, equaiion,
inegualiiy, .~ UP-mallematics; see section 00, while the
upper level hierarchy, if need by the query, can be taken
into account by query  expansion  (science <> LUP-
mathematics OR UP-pfsics OR UP-chemisiry). What is
mare, the way the users most frequently madify their que-
ries can be automatically. semi-automatically, or manually
learned and implemented in the index expansion. For ex-
ample, if the users frequently exclude the form come from
the paradigm of the Spanish verb comer (see section 2.2,
then it should be excluded at the stage of index expansion;
the query with the unmadified paradiem will be internally
{and transparently for the user) implemented, if nesded,
through query expansion as "“MORPH-comer OR comn.”

In addition, the index expansion can be further improved
when used in combination with query expansion. In the
section 0 we introduced the marks for the keywords added
to the index during expansion, such as MORPH-, UP-, ete,
To allow even more flexibility necessary for the type 2 or 3
thesiurus-hased queries (see Fig 1), the distance (in terms
af levels) from the source word 1o the generalized concept
15 lo be marked in the index. With this, the example from
the section [ can be rewritten as follows: Mainfromes —
LP-1-compater, UP-2-device, UP-3-artifact, Now the type
2 query “deviees, but not more than 2 levels deswn™ s im-
plemented as query expansion “UP-l-device OR LIP-2-
device”™ and thus will fetch Mainframes, while the query
Merrfifacty, but pot more than 2 levels down™ internally im-
plemented as “LUP-| - artifacr OR UP-2-grifoer will not,

The queries of the other three types are implemented
similarly by enumerating the relevant nedes. Even i1 the
vser excludes some words or nodes from the sub-hicrarchy,
which results in a non-standard query, the nodes kept intact
can be enumernted in the UP-.. notation instead of enumer-
ating all keywords as was suggested in sections O and 0,
The original keywords like UP-computer can be kept in the
index and wsed only for the most frequent—iype 1—
queries,

The combined technique compensates for the query in-
flation problem caused by query expansion, especially of
the thesaurus-based tvpe. It has the advantage of higher
performance due to smaller queries, without sacrificing
Rexibility, Obviously, it implics both advantages and dis-
advantages of index expansion, Specificallv, it gives the
advantage ol the possibility to consider the context, On the
ather hand, it introduces the methodological and technical
disadvantages of index expansion listed in the section 0,
such as maintenance problems and undesirable coupling of
the DBMS and the lingware. A closer investigation of the
combined technigue will be the dircction of our luture
wark.

9 Conclusions

We have shown that the traditional technigue for non-literal
string matching in information retrieval—index expansion

~has some inherent disadvantages, and have supgested o
new technique-—lazy query expansion—that allows sreater
flexibility of queries, better overall system architecture, and
easier maintenance,

Our method still has two problems: (1) the expanded
queries in some cases are significantly larger and thus work
slower, and {2) it is nol obvious how 1o take the context of
the keyword into account. As a solution, o combination of
the query and index expansion methods was discussed.
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