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Abstract—In this paper we test some supervised algorithms
that most of the existing related works of word sese
disambiguation have cited. Due to the lack of lingstic data for
the Arabic language, we work on non-annotated corpsiand with
the help of four annotators; we were able to annota the
different samples containing the ambiguous words.iBce that, we
test the Naive Bayes algorithm, the decision listand the
exemplar based algorithm. During the experimental taidy, we
test the influence of the window size on the disanguation
quality, the derivation and the technique of smooting for the
(2n+1)-grams. For these tests the exemplar basedgatithm
achieves the best rate of precision.

Index Terms—Supervised algorithms, training data, Naive
Bayes, decision list, exemplar based algorithm, witow size.

H

use. The word sense disambiguation (WSD) allowsond
the most appropriate sense of the ambiguous word.

I. INTRODUCTION

Zouaghi, and Mounir Zrigui

detailed account of the used supervised methodsedpfor
the Arabic language. In Section IV, we presieat results and
discuss the difference with some related worksentin V.
Finally, Section VI concludes the paper.

Il. RELATED WORKS

A. Review Stage

We can cite the work of Mona Diab that uses a stiped
learning approach called "bootstrap" [15]. This ra@gh is
highly accurate in the average of 90% of the evehliaata
items based on Arabic native judgment
annotations. Also, we find the work of EImougy [1@]here
the Naive Bayes algorithm was applied for the Agabi
language. Some pre-treatement steps were appkedmord

UMAN language is ambiguous; many words can ha\;goting and eliminating stopwords, since that theg the net
more than one sense that is dependent on the ¢aftex

and a dictionary to collect ten training sampleséezh word
for the testing phase. This work achieves a rafgregision of
73%. Compared to our work the amount of data isentess,

The benefits of WSD were exploited by many NLFfmd collecting the testing samples from the net fgard task

applications such as machine translation, inforomatetrieval,
grammatical analysis, speech processing as wellteas
processing.

The task of identifying the correct sense for thebmuous
word is not simple as it appears. What should beedm
disambiguate a word? We must find a way to define t
possible meanings of the word, since that we havassign
each occurrence of the ambiguous word to the apiatep
sense.

In this work, we use the Naive Bayes method, trasdm
lists and the exemplar based algorithm. These rdstlawe
based on a training phase during this part of wask,use an
annotated training corpus (we extract from a nometated
corpus the different samples containing the amhiguaord
and we tag them with their senses).

Since that, a testing phase will classify a worth isenses
[1, 2]. In the most WSD works that was evaluatedthie
conference Semeval 2007, the supervised methodsvactine
best disambiguation quality (about 80% precisiod aecall
for coarse-grained WSD).

The paper is structured as follows. We descritfeeittion |
how we tag the samples. After that, in Sectionwg give a
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and not sufficient.

Finally, Soha M. Eid [17] compared the Rocchio Gifsr
to Naive Bayesian classifier, the most frequensseand the
support vector machine using arabic lexical sampldse
Rocchio classifier achieves an overall accuracg8% as the
best rate and reduces the error by over 14%. Byt tibst only
five ambiguous words and they haven't explained teyging
the samples of the training phase.

Compared to our work we obtain a less rate of pregi
because of the important number of ambiguous testads
(fifteen ambiguous words). Also as a comparativestthere
is no test for the influence of the window sizes #temming
and the smoothing on the quality of disambiguation.

For the other English related works, we can cite th
experimental study that com-pares some
algorithms to disambiguate six senses of the wore [18]
and [19]. Also the work of Pedersen where he cosgbdine
Naive Bayes with Decision tree, Rule based learegr, to
disambiguate the word line and 12 other words [2ll]these
works, found that the Naive Bayes algorithm perfedmas
well as the other supervised algorithms, whichhis same
results founded in this work. Compared to the numbie
tested words by the English related works, we havpoint
that we test fifteen words for a derivational laage that
suffers from the lack of resources.

We can also compare the obtained results by somiesved
unsupervised Arabic word disambiguation, where shene
samples and the same words were tested. In thewoesk
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[21], it was proposed to use some information egtl

measures with the Lesk algorithm and it achievasta of

73%. In the second one [22], a Context matchingrétym

returns a semantic coherence score correspondingheo
context of use that is semantically closest to dhiginal

sentence. This algorithm achieves a precision &b6.78 this

work, we obtain a less rate of precision. We caspme that
the supervised works are more satisfactory for thek of
Arabic Word Sense Disambiguation.

This study experiments some supervised methodshtor
Arabic Word Sense Disambiguation. It compares tbe of
the Naive Bayes algorithm, the decision list arel kmearest

METHODOLOGY

neighbor. These methods were used previously inyman

related works (that will be discussed in the seckn
We have applied some pre-processing steps to thdswo
belonging to the original sentence and the traisietg.

A. Pre-processing

1) Extraction of stopwords

Over the past ten years several methods have vepoged
for the extraction of stopwords that have no inficee on the
meaning of a given word [5], [6] and [7]. These huats are
used to evaluate the significance of a word in audeent,
which also varies depending on the frequency ofvibed in
the corpus. Thus allowing us to eliminate the stous

2) Stemming

Each Arabic word, nouns or verbs, is based oretlatters,
or more rarely four or two letters. These threéelstare the
root of the Arabic word, they are the most impotthatters
used to be compared with other letters used fod#revation
of the word (added to the right or left of the foot

In this work, we use the Khoja stemmer that remahes
longest suffix and the longest prefix. It then comais the
remaining words with verbal and nominal patterosextract
the root [9].

The stemming were applied to the words containethén
original sentence, to find there occurrences in éktracted
training samples.

B. Tagging Samples

The supervised methods need a training phase Heat a
tagged corpus. The examples obtained by the m@iphase,
must contain as many words surrounding the ambiguou
words as it will be needed in the test phase. Wisetho work
on texts dealing with multiple domains (sport, pod,
religion, science, etc.). These texts were reconddide corpus
of Latifa Al-Sulaiti [3].

Using this corpus, we tag the founded ambiguousdsvor
(used in the testing phase) by their senses, tieig was
achieved with the help of four annotators (Aralaoduage
teachers), that choose the ambiguous words byntpertant
number of senses out of context. Using the dictiphassan
al arab [4] which is one of the most famous Aratitionary,

(words that have no influence on the meaning of th¥e were able to tag the words with their corresjmmgndenses.

ambiguous word) such ag£ 4 ,0\S 4 e 8 e, Js) (even,
of, may, by, in, was, to him, over the).

These words will be removed from the sentence @uint
the ambiguous word, to decrease the number of cadpa
words.

In this part of our work, we use the tf-idf metf&] that use
the term frequency (tf) and the inverse documeequency
(idf) (see equation 1).

Tf -idf j = tf; ; x idf; 1)

The frequency of a word (Term Frequency) is the loemm
of occurrences of a word in a given document. Le t
document dj and the word ti, the frequency of tidnis

measured as follows (see equation 2).
tfiyj = ni,j/ank,j

(2)

Where ry is the number of occurrences of the wordirw

We haven't found an important difference betweer th
sense tags, the arrangement between the annoistordhe
average of 95%. In table 1, we give the statistifsthe

extracted samples.
TABLE |
DISTRIBUTION OF THE SENSES IN THE EXTRACTED SAMPLES

Avg. # of words Avg. # of senses Avg. # of senses Avg. dominant

per sentence per word per ambiguous sense for the
words ambiguous word
9,42 1,56 6,32 74%

Fifty words have been chosen. For each one of these
ambiguous words, we evaluate 20 examples per sdimge.
number of words is judged as sufficient comparedthe
Senseval evaluation that put into practice 15 npliBsverbs,

8 adjectives and 5 words that the grammatical tagsn't
taken into consideration. Totally there are 20@stésr every
word.

the document ;d The denominator is the number of

occurrences of all words in the document d
The inverse document frequency gives the importafiee
word in the corpus. It's measured as follows (sgpeaton 3).
| D]
[{dj:tiedj}| (3)
where | D | is the total number of documents incitvgpus and
[{d; : t € d}| is the number of documents where the ward
appears. We have to note, that the eliminationtafvgords,
will decrease the number of compared words in #stirng
phase.

idf ; =log
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C. Supervised methods

During the training phase, we tag the words sumdlmgmthe
ambiguous word with § (which is the local collocation that
will indicate the position of two words given thenbiguous
word). Let the ambiguous sentence igdf ) &80 a4l
bR Cpallall (pda (s ollll a8 Sl 5" “Escape from reality
0 science and books is the way of the meeting detwthese
two different worlds”.
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Let “«sI” “books” is the ambiguous word, in this sentenceonditional probability of two compared sensestfar tested
we can find 156 collocations. For example the aalimn C,. word (see equation 8).

4 “alall_a8) " “fact _science”, and G 3z ‘<4l Ll “science_ Finally the surrounding collocations that obtaie thighest
meeting”. score, will be attributed to that sense, and véliranked in the
For the original sentence, we define m featurest thtop of the decision list. After this step of cldiEsition, we will
correspond to the m collocations surrounding théigoous obtain an ordered list of §iven the obtained score.

words. The supervised methods cited in what follomif use

these features for each sense of the ambiguous word Score (W) = Abs (log (P(gw) / P(S|w))) )
1) The Naive Bayes rithmalg Given the score obtained in the decision list, &e judge
the significance of the words contained in the ioag

This method is one of the most popular and perfotma
probabilistic method [10], it was used in differembrks of
natural language processing including the word een8) The exemplar based (K Nearest Neighbor) algorithm

disambiguation. In fact the comparative works ofdeesen The k nearest neighbor algorithm (KNN) is one oé th

[11] found that the Naive Bayes gives sufficiensules highest performing methods in WSD [2]: [8]. The KNN

corr;\p;tare? to _the f[)r':her metlhods. taining th bi o algorithm is based on the k nearest similar ingano the
ertagging the samples containing the ambiguod tested instance. The classification phase is aeHieby

(AW) (s_ect|on 3), we_have_ to measure the probghéit the measuring the distance between the new example (k=
collocations ( contained in the same context of use of thE F.), and the previously stored examplesXF
yeees Fm)y Ly -y

ambiguous word for the sense (S) (see equation 4). . . ) .
g S)( q ) Finm), to do that in this work we use the hamming dista(see
Number of occurrences of F; with the sense S; i
P=3ym, j L) equation 9).

sentence.

number of occurrences of F

Where; N is the number of collocations in the orédi AGx) = Xt d; 8(F, Fiy) ©)
sentence. . Where (¢ = Number of occurrences of tH gollocation in
This step is followed by the measure of the prolighfor  the previously stored examples / Total number dibcations)
each sense in the corpus (see equations). and8(F;, F;) is 0 if § = Fj and 1 otherwise. Since that, we
can establish the set of the k most nearest examplee most
(5) frequent sense between those k obtained samptesisidered
as the correct sense.

Number of occurrences of AW with the sense Si

P = Xk

=1 Total number of occurrences of the ambiguous word

For the different collocations contained in thegoral
sentence, we add the logarithm of the probabilitye score is IV. EXPERIMENTAL RESULTS

the sum of the obtained results (see equation 6). A. Encountered problems

Score (9 = argmaxg;, ¢ sensesw) L0g P(S)) [17=1 P (F;IS;) (6) Many problems have been encountered during theepsoc
of disambiguation cited in what follows:

The sense with the highest score is the corresesen
- . - For the Naive Bayes algorithm, we have the proldéthe
2) The decision List zero counts. As a solution, we replace the zerch wit
The decision list algorithm was adopted for the Withe P(SJ/N, where N is the total size of the training sétkis
work of Yarowsky [12]. In this part of our work, weeed to ~ Solution is called smoothing.

compute the conditional probability of each sermedvery ~ The important number of glosses given by a dictigriar
collocation contained in the local context, p (1,F2,..., the ambiguous word and the difference between the

Fm) (see equation 7), for that we use : founded senses in the corpus. In the table 2, we tie
’ number of senses for some words and their correspgn

- The probability of each observed collocation givére founded senses in the training corpus. As a saluti@ try
sense of the ambiguous word p,BG,..., Ry |S) (see to collect from the net some texts containing thigsing
equation 1), senses and add them to our corpus.

- The probability of each sense in the corpus)p(See — Finding the samples for the tests (that can be gddg
equation 5) , effective and adequate for the process of disanatbigu) is

- The unconditional probability of features (colldoas a hard task and differs between works for the ot
surrounding the ambiguous word) (see equation 7). results.

- For some considered words, we have found sensés tha
P =p(RFsy.... Fn|S) X p(8) /p (R,Fa..., Fn) ) appear in the corpus and don’t exist in the digignThese

. . . senses were added to the list of candidate seReeghe
Since that to construct the decision list, we h@veort the word “ayn” we extract about ten sentences from the

d?fferent obtained results (given by the eq_uatiorioV the training corpus where it means a name of a cityiited
different senses of the ambiguous word) using tigedf the Arab Emirates. A sample is given in what follows:
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“g;—‘-b)j ‘55 c\_'\ﬂi lae Lalad alia 3 "Lé-t".’ U:"J‘ a_‘;uA 15, -
- “The ayn city receives us brightly completely dint
than abu-dhabi”.

The difference between the number of occurrencethen
corpus for each sense. For example for the werd™

“kataba”, we have found about 452 samples where the

considered sense is “write” which is the most qfient
sense and about 23 samples where the considersd sen
“predestined”.

TABLE Il
DIFFERENCE OF SENSES BETWEEN THE DICTIONARY AND THEXTRACTED
SAMPLES
Ambiguous  transcription Number of  Number of senses
words senses in the in the extracted
dictionary samples

e hassaba 15 6

S kataba 8 5

e ayn 20 8

B chaar 8 4

Jie aakl 18 6

1) Obtained results

To test the effectiveness and the impact of théemint
methods (presented in the previous section 4) @biérword
sense disambiguation, we performed some experimientise
work of Yarowsky [14], a study of the influence dtie
window size on WSD, shows that the most useful lags
for the WSD are included in a micro-context from & eight
words.

However, we have to point out that in a so largetext; it
is difficult to discern the key elements for detemimg the
meaning of a word. It seems obvious that a fixee @f the
context window is not adapted for all the words.

In order to solve this problem, we suggest detenmithe
optimal size of the appropriate context for eacst.td@ests
were conducted by measuring the performance (Roegisf
each method varying the window size (the testedeser
containing the ambiguous word).

In Table 3, we give the rate of precision (Corracswers
obtained / Obtained results) obtained using thealigh = 2),
where we test only one word after or before the igotus
word. In the case of trigramngE 3) two words will be
considered (one after the ambiguous word and anaihe
before). Finally in the (@+ 1)-grams, we take into
consideration n words surrounding the target wandthis
experiments = 3, because it give us the better results.

During the experimentation phase, we change thebeum
of samples taken into consideration from the trjnphase.
For example the 25% of samples means that we frakent
into account 25% from the total number of sampled e
have obtained in the training phase. The Figuradws how
the rate of precision varies across the percentdgamples.
We conclude that the lowest rate di$ambiguation is mainly
due to the insufficient numbexf samples, which result in the
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failure to meet alpossible events. For that we try to collect as
many texts as we can, to extend the number of smnpl

TABLE llI
RESULTS OBTAINED BY DIFFERENT METHODS VARYING THE WNDOW SIZE

Methods Naive Bayes Decision List KNN

tests P MFS P MFS P SMF
Bigram 23.04 2917 2143 2529 26.330.2
Trigram 3419 40.29 31.11 39.40 343.94%.0
(2n+1)- 4789 5470 4321 53.68 751.35;4
grams 2 6

The rate of precision is increased for the mostuUeant
sense, it is explained by the fact that the nundfesamples
containing the most frequent sense is more impbtteat the
number of samples containing the other senses.

% Precision

60.00
50.00 /— ——KNN
40.00
30.00 Decision List
20.00
10.00 —G v —#&— Naive bayes
0.00 : : : algorithm
25 50 75 100

% of the samples considered in the training phase

Fig. 1. Obtained results by the different algoritdepending on the amount of
data considered in the training phase.

Since that during the step where we have to cohet t
number of occurrences of each collocation contaiimethe
original sentence, we take into considerationtadl derivation
of the words using the khoja stemmer. For examptettie
word “_# “karaa” that occurs with the word-£s” “kataba”,
we have to count the number of occurrences gf % i
P40 28 @i 8 " in the extracted samples.

We detail in Table 4, the rate of precision obtdiméth and
without the stemming. The most supervised methstismate
the probability of each word using the contexthwd previous
n-1 words. The problem of those methods is thabrimhately
it assigns zero to n-grams that have not been wbdem the
training phase. To avoid this problem we have todctm the
zero counts (see Section 4.1).

In Table 4, we give also the results of the diffénmethods
without and with the use of the smoothing for ti2m+1)
grams experiment.

From the results cited in table 4, we find that skeemming
increase the precision by a percentage that veesseen 9%
and 21% for the different methods. It was suppdbed the
smoothing will decrease the rate of precision, bseait
increases all probabilities for unseen words.
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TABLE IV
RATE OF PRECISION OBTAINED BY CONSIDERING THE STEMMIG AND THE
SMOOTHING STEPS

Without Without With With
Tests stemming Stemming stemming and smoothing
and and with without and
Methods  smoothing ~ smoothing smoothing  stemming
Naive 31.25 3175 47.89 48.23
Bayes
Del_ci'sst'on 22.06 22.56 43.21 43.86
KNN 42.19 42.69 51.32 52.02

Also the smoothing increases the precision andlire¢a
about 0.5%, and this increase is encouraging téoperthe
disambiguation quality.

As we have cited in the beginning of this sectiting
supervised methods needs a highly amount of daerdsults
varies from a word to another one and for the nigjaf the
tested words the k nearest neighbor algorithm gikiesbetter
results and for some other words»& «—iS¢pe” and their
corresponding transcription is “ayn, kataba, chatr® Naive
Bayes algorithm is the best one. The rate of pie@tisbtained
by the decision list is in all the case is mores l#sn the rate
obtained by the Naive Bayes algorithm. We may enpteese
results by the fact that the other supervised #lgorneeds a
so large training sets than the Naive Bayes algurit

V. COMPARISON WITH SOME RELATED WORIS

We can cite the work of Mona Diab that uses a suped
learning approach called "bootstrap”[15]. This a@gh is
highly accurate in the average of 90% of the evabliaata
items based on Arabic native judgment
annotations. Also, we find the work of ElImougy[18jhere

the Naive Bayes algorithm was applied for the Agab

language. Some pretreatement steps were appliedwided

rooting and eliminating stopwords, since that thsg the net
and a dictionary to collect ten training samples&ezh word
for the testing phase. This work achieves a raggregision of
73%. Compared to our work the amount of data iseness,

and collecting the testing samples from the net isard task
and not sufficient.

Finally, Soha M. Eid [17] compared the Rocchio Gifisr
to Naive Bayesian classifier, the most frequensseand the
support vector machine using arabic lexical sampldse
Rocchio classifier achives an overall accuracy &#8as the
best rate and reduce the error by over 14%. Byt tdst only
five ambiguous words and they haven't explain hagging
the samples of the training phase.

Compared to our work we obtain a more less rate
precision because of the important number of antaigu
tested words (fiteen ambiguous words). Also as
comparative study there is no test for the infleernd the
window size, the stemming and the smoothing ongiedity
of disambiguation.

For the other English related works, we can cite th

experimental study that compares some superviggditims
to disambiguate six senses of the word line [18] [A9]. Also
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the work of Pedersen where he compared the NaiyesBa
with Decision tree, Rule based learner, etc, t@amlsiguate
the word line and 12 other words [20]. All theserkes found

that the Naive Bayes algorithm performed as wethasother
supervised algorithms, which is the same resultsmded in

this work. Compared to the number of tested worgghe

English related works, we have to point that we fdeen

words for a derivational language that suffers fittin lack of
resources.

We can also compare the obtained results by somiesved
unsupervised Arabic word disambiguation, where shene
samples and the same words were tested. In the
work [21], it was proposed to use some informatietrieval
measures with the Lesk algorithm and it achievaata of
73%. In the second one [22], a Context matchingrétym
returns a semantic coherence score correspondingheo
context of use that is semantically closest to dhiginal
sentence. This algorithm achieves a precision &b6.78 this
work, we obtain a less rate of precision. We caspme that
the supervised works are more satisfactory for thek of
Arabic Word Sense Disambiguation.

firs

VI.

This paper has presented an experimental studyomis
supervised algorithms that were applied to perfaord sense
disambiguation in Arabic. These algorithms are Hase
tagged samples and a very important amount of islathe
used corpus.

For a sample of fifty ambiguous Arabic words that a
chosen by their number of senses out of contelts KINN

CONCLUSION

n%chieves the best performance. We conclude that the

supervised methods need an important amount obthdgta

ito achieve satisfactory results. We propose inréutmorks to

integrate some other resources and experiment suher
supervised methods.
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