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Abstract—Event extraction is a popular and interesting
research field in the area of Natural Language Praessing (NLP).
In this paper, we propose a hybrid approach for evet extraction
within the TimeML framework. Initially, we develop a machine
learning based system based on Conditional Random igfd
(CRF). But most of the deverbal event nouns are not correctly
identified by this machine learning approach. From this
observation, we came up with a hybrid approach wher we
introduce several strategies in conjunction with mehine learning.
These strategies are based on semantic role-labgjinWordNet
and handcrafted rules. Evaluation results on the TepEval-2010
datasets yield the precision, recall and F-measurealues of
approximately 93.00%, 96.00% and 94.47%, respectil)e This is
approximately 12% higher F-measure in comparison wh the
best performing system of SemEval-2010.

Index Terms—About Event, TimeML, Conditional Random
Field, TempEval-2010, WordNet.

EMPORAL information extraction is, nowadays,
popular and interesting research area of Naturaguage
Processing (NLP). Generally, events are described i
different newspaper texts, stories and other ingmbrt
documents where events happen in time and ordefitigese
events are specified. One of the important tasksteaf
analysis clearly requires identifying events desxliin a text
and locating these in time. This is also importana wide
range of NLP applications that include temporal Sjioe
answering, machine translation and document suraataoi.
In the literature, relation identification based machine
learning approaches can be found in [1, 2, 3] amdesof the
TempEval-2007 participants [4]. Most of these watrkesd to
improve classification accuracies through featurgireeering.
The performance of any machine learning based rayste
often limited by the amount of available trainingtal Maniet
al. [2] introduced a temporal reasoning component th
greatly expands the available training data. Théimg set
was increased by a factor of 10 by computing theuwles of
the various temporal relations that exist in trening data.
They reported significant improvement of the cliisation
accuracies on event-event and event-time relatidosever,
this has two shortcomings, namely feature vectglidation
caused by the data normalization process and thealistic
evaluation scheme. The solutions to these issued@efly
described in [5]. In TempEval-2007 task, a commiamdard
dataset was introduced that involves three tempefations.
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The participants reported F-measure scores for texemt
relations ranging from 42% to 55% and for eventtim
relations from 73% to 80%.

In TempEval-2007, the event-event relations weré no
considered discourse-wide like [2, 5]. Here, thergevent
relations are restricted to events within the maximof two
consecutive sentences. Thus, these two framewaddupe
highly dissimilar results for solving the problerhtemporal
relation classification.

One most common trend to apply machine learning
algorithm for temporal information extraction is flarmulate
temporal relation as an event paired with a timeuother
event, and to transform these into a set of featatees. In
most of the previous attempts, researchers have seme
popular machine learning techniques like Naive-Baye
Decision Tree (C5.0), Maximum Entropy (ME) and Soip
Vector Machine (SVM).Machine learning techniques alone
cannot always yield good accuracies. In order thieae
reasonable accuracy, some researchers [6] usedidhybr
approach, where a rule-based component was addiéd wi
machine learning. The system [6] was designedidh & way
that they can take the advantage of rule-based ek as
machine learning during final decision making. Bfdr a
given instance, whether machine learning or rukeba
component will be used, was not explained. Thegdether
of the components in different situations in ortteenjoy the
advantage of the both the components.

In this work, we propose a hybrid approach for éven
extraction from the text under the TempEval-2010
framework. Initially, we develop a method for event
extraction based on machine learning. We use Condit
Random Field (CRF) as the underlying machine |egrni
algorithm. We observe that this machine learningeda
system often makes the errors in extracting thetswéenoted
by deverbialentities. This observation prompts us to employ
several strategies in conjunction with machinerigay. These
strategies are implemented based on semantic abkding,
WordNet and handcrafted rules. We experiment with t
TempEval-2010 evaluation challenge setup [7]. &atbn
results yield the precision, recall and F-measuskies of
approximately 93.00%, 96.00% and 94.47%, respdygtive
This is approximately 12% higher F-measure in caispa
to the best system [8] of TempEval-2010

We use semantic role labels for event nominalinatio
Events can be analyzed by these kinds of nomiriaizm As
our goal is on nominal Semantic Role Label (SRLEg w
concentrate on the event/target/results class. SBL
nominalization represents semantic roles to extnagtt level
information that are more independent from the woidens.
On the other hand on verbal SRL [9, 10] there latireely
little work that specifically addresses nominal SRlouns are
generally treated like verbs. The task is splitoirtivo
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classification steps, argument recognition (tellmmguments This, as in HMMs, can be obtained efficiently byndnic
from non-arguments) and argument labelling (labglli programming.
recognized arguments with a role). Nominal SRL also Here, the CRF parameters are optimized using kit

typically draws on feature sets that are similarititose for
verbs, i.e. comprising mainly syntactic and lexisaiantic
information [11]. On the other hand, there is cogimy
evidence that nominal SRL is somewhat more diffitiéan
verbal SRL.

Hence, semantic roles may aid in learning a moresigg
model. This learning model could improve the resolt the
approaches that are solely focused on lower-leNefmation.
Two frameworks for semantic roles have found wide in

memory BFGS[16], a quasi-Newton method that is
significantly more efficient, and results in onlyinor changes

in accuracy due to changesdh. CRFs generally can use real-
valued functions but it is often required to incorqte the
binary valued features. A feature functidi(St -1, S, Q 9 has

a value of 0 for most cases and is only set twhen S -1, S

are certain states and the observation has ceptaiperties.
We have used the *C based CRF++ packagea simple,

the community, PropBank [12] and FrameNet [13]. iThe CuUstomizable, and open source implementation of G6tF

corpora are used to train supervised models foaggmrole
labelling of new text [9][14]. The resulting analkyscan

benefit a number of applications, such as Inforomati

Extraction [15] or Question Answering [16].
The rest of the paper is structured as follows.ti8ec2
describes our Conditional Random Field (CRF) basezht

segmenting /labeling sequential data.

A. Features of CRF

We extract the gold-standard TimeBank featuresefants
in order to train/test the CRF model. In the préseork, we
mainly use the various combinations of the follogvfeatures:

extraction approach. We describe our event extracti(i). Part of Speech (POSpf event terms It denoteghe POS

approaches with the use of semantic roles in Seclp
WordNet in Section 4 and hand-crafted rules in i8acb.
Evaluation results under the experimental set up
TempEval-2010 evaluation challenge are reporte8dation
6. Finally, Section 7 concludes the paper

II. CRFBASEDAPPROACH FOR EVENT EXTRACTION

Conditional Random Field (CRF) [17] is an undieztt
graphical model, which is a special case of whighresponds
to conditionally trained probabilistic finite stateutomata.
Being conditionally trained, these CRFs can easitgrporate
a large number of arbitrary, non-independent festuwvhile
still having efficient procedures for non-greedyiti-state
inference and training. CRFs have shown succesariious
sequence modeling tasks including noun phrase sagtion

information of the eveniThe features values may be either of
ADJECTIVE, NOUN, VERB, and PREP.

?Ifl) Event Tense This feature is useful toapture the standard
distinctions among the grammatical categories ofbale

phrases. The tense attribute can have values, PRESE
PAST, FUTURE, INFINITIVE, PRESPART, PASTPART, or
NONE.

(iif). Event Aspect It denotes the aspect of the everitke
aspect attribute may take valyesPROGRESSIVE,
PERFECTIVE and PERFECTIVE PROGRESSIVE or NONE.

(iv). Event Polarity: The polarity of an event instance is a
required attribute represented by the boolean batti
polarity. If it is set to 'NEG’, the event instantenegated. If
it is set to 'POS’ or not present in the annotatithe event

[18] and table extractiofil9]. The main advantage of CRFinstance is not negated.

comes from that it can relax the assumption of dal
independence of the observed data often used iargtre
approaches, an assumption that might be too rigtrifor a
considerable number of object classes. AdditionalRF
avoids the label bias problem.

CRF is used to calculate the conditional probgbibf

(v). Event Modality: The modality attribute is only present if
there is a modal word that modifies the instance.

(vi). Event Class This is denoted by the ‘EVENT’ tag and
used to annotate those elements in a text that rieek
semantic events described by it. Typically, evanésverbs but

values on designated output nodes given values thar o can be nominal also. It may be|0ng to one of tHk)\fnng

designated input nodes. The conditional probabiity state

sequenceS=< §, g,... $> given an observation sequence

O =<, 0.....,0 ) is calculated as:

Pa(s| 0):%expéi/]kf<($—1, § Q1)

t=1 k=1

where, fk(Si-1, S, Q Dis a feature function whose weight

Akis to be learned via training. The values of thatdee
functions may range betweerl ] ....+ [, but typically they

are binary. To make all conditional probabilitiesrsup to 1,
we must calculate the normalization factor,
T K
Zo=YsexpQ. > Adc(si-1,3 0,1)),
t=1 k=1
Polibits (46) 2012
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classes:

REPORTING: Describes the action of a person or an
organization declaring something, narrating an gven
informing about an event, etc.

PERCEPTION: Includes events involving the physical
perception of another event. Such events are tjpica
expressed by verbs likesee watch glimpse behold view,
hear, listen overhearetc.

ASPECTUAL.: Focuses on different facets of event history.

http://crfpp.sourceforge.net
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I_ACTION: An intentional action. It introduces an event The sentence is traversed to find the argumengtarg
argument which must be in the text explicitly désiog an relations. A sentence is scanned as many timeseasumber
action or situation from which we can infer someghgiven its  of target words in the sentence. In the first traakinspected
relation with the I_ ACTION. is identified as the event. In the second psagl is identified

| _STATE: Similar to the |_ACTION class. This class inclsde 8 an event. All the extracted target words aratereas the
states that refer to alternative or possible wondsch can be €vent words. We observed that many of these tavgeds are

introduced by subordinated clauses, nominalizations identified as the event expressions by the CRF indgie,
untensed verb phrases (VPs). there exists many nominalised event expressiomsdeverbal
noung that are not identified as events by the supedviSRF.
Yhese nominalised expressions are correctly idedtifas
events by SRL. We observe performance improvemeitht w
Occurrence: Includes all of the many other kinds of eventshe inclusion of this module.

that describe something that happens or occuteimorld.

STATE: Describes circumstances in which something obtai
or holds true.

IV. USE OF WORDNET FOR EVENT EXTRACTION

WordNet [23] features have been widely used toagxtr

Il. USE OF SEMANTIC ROLES FOR EVENT EXTRACTION different lexical categories, such gert-of-speech (POS),

We use Semantic Role Label (SRL)[9] [20] to identif stem, hypernymneronym@stanceandcommon-parentsanq

. demonstrated its worth in many taskdere, WordNet is
different features of the sentences of a docum&hese

features help us to extract the events from the feor each mainly used to identifynon-deverbal event nounsie
. . : . observed from the outputs of CRF and SRL that thente
predicate in a sentence acting as event word, semares

. o . entities like tvar, ‘attempt ‘tour etc. are not properly
extract all constituents, determining their argutsefagent, . o ' L
patient, etc.) and their adjuncts (locative, terapagtc.). Some identified. These words have noun (NN) POS inforamgtand

. . . — the previous approaches, i.e. CRF and SRL can idslytify
of the _oth_ers features like predicate, voice and veLb those event words that have verb (VB) POS inforomatiVe
categorization are shared by all the nodes in ithe. In the

! . know from the lexical information of WordNet thduet words
present work, we use predicate as an eve&Sgmantic roles . , o
N like ‘war and ‘tour are generally used as batbunandverb
can be used to detect the events that are the nbmnaitions of . . .
. forms in the sentence. We design two followingesubased
verbs such asagreementfor agree or construction for

construct Event nominalizations often afford the sameOn the WordNet:

semantic roles as verbs, and often replace themvriten
language [21]. Nominalisations (oeverbal nour)s are
commonly defined as nouns, morphologically derifeamn
verbs, usually by suffixation [22]. They can bessified into
at least three categories in the linguistic literaf event,
result, and agent/patient nominalisations [23].rE\and result
nominalisations constitute the bulk deverbal nouns. The
first class refers to an event/activity/procesghwine nominal
expressing this action (e.qg., killing, destruct&tn.). Nouns in
the second class describe the result or goal afction (e.g.,
agreement, consensus etc.). Many nominals haveanotivent
and a result reading (e.g., selection). A small&ss is
agent/patient nominalizations that are usually fified by
suffixes such aset, -or etc., while patient nominalisations en
with -ee -ed (e.g. employee). Let us consider the following
example sentence to understand how semantic ralesbe
used for event extraction. We used WordNet to extract the event expressioas th
appear in the WordNet with both noun and verb seridere,

All sites were inspected to the satisfaction of itt@pection we mainly concentrate to identify the specific tati classes
team and with full cooperation of Iraqi authoritieBacey like ‘inspection and ‘resignation: These can be identified by

Event Stem It denotes the stem of the head event.

Rule 1 The word tokens having Noun (NN) PoS categories
are looked into the WordNet. If it appears in therdNet with
noun and verb senses, then that word token iscalssidered

as an event. For exampiear has both noun and verb senses
in the WordNet, and thus considered as an event.

Rule 2 The stemsof the noun word tokens are looked into
WordNet. If one of the WordNet senses is verb titentoken
will be identified as verb. For example, the stehpposal
i.e. proposehas two different senses, noun and verb in the
WordNet, and thus it is considered as an event.
We observe significant performance improvement o
gevent extraction with the above mentioned two rules

V. USE OF RULES FOR EVENT EXTRACTION

said. the suffixes such as -€ién), (‘-tion") or (‘-ion’), i.e. the
morphological markers of deverbal derivations.
The output of SRL for this sentence is as follows: Initially, we run the CRF based Stanford Named tigr{t\E)

taggef on the TempEval-2 test dataset. The output of the
[ARGL1 All sites] were [TARGET inspected] to theisfattion system is tagged witlPerson Location Organization and
of the inspection team and with full cooperation Icgi  Other classes. The words starting with the capital Isteae
authorities, [ARGO Dacey] [TARGET said]

2 http://nlp.stanford.edu/software/CRF-NER.shtml
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also considered as NEs. Thereafter, we came up thigh  The test data had 373 verbal and 125 non-devermaite
following rules for event extraction: nouns. Overall evaluation results are reportedabld 1. The
CRF based system shows the precision, recall amgdsure
values of 75.3%, 78.1% and 76.87%, respectivelye Th
performance increases by 1.39 percentage F-megsimés
with the use of semantic roles. Table shows veigh h
performance improvement (i.e., 11.01%) with the wfe
WordNet. The rule-based component also shows the
effectiveness with the improvement of 5.20 F-measur
Cue 2 The verb-noun combinations are searched in thgercentage points. Finally, the system achievegthcision,
sentences of the test set. The non-NE noun wordnilare recall and F-measure values of 93.00%, 96.00% dndi7%,

Cue-1 Nouns which are morphologically derived from \&rb
are commonly distinguished as nominalizations ¢mverbal
nouns). The deverbal nouns are usually identifigd tie
suffixes like “tion’, -ion’, "-ing’ and -ed etc. The nouns that
are not NEs, but end with these suffixes are cemsitl as the
event words.

considered as the events. respectively. This is actually an improvement of
. approximately 12% F-measure value over the besbr

Cue 3: Nominals and non-deverbal event nouns can bS b y ° tep
. - stem [8].
identified by the complements of aspectual PPs dubduy
prepositions like during, after and before and complex .
prepositions such a& the end oindat thebeginning ofetc. (-2)

i Wii- 1)
The next word token(s) appearing after these clue _
word(s)/phrase(s) are considered as events. v:/NI

i+1
Cue 4: The non-NE nouns occurring after the expressiaob s Wis2)
asfrequency qfoccurrence ofindperiod ofaremostprobably Combination ofv; and w;
the event nouns. Combination ofv; and Wi,
Cue 5: Event nouns can also appear as objects of aspectua Dynamic output tagtj of the previous token
and time-related verbs, such have begun a campaigor Feature vector of; of other features
have carried out a campaigetc. The non-NEs that appear Figure 1: Feature template used for the experiment
after the expressions likhdve begura”, “have carried out
a” etc. are also most probably the events.
TABLE 1.

VI. EVALUATION RESULT EVALUATION RESULTS OF EVENT EXTRACTION(PERCENTAGE$

We use the TempEval-2010 datasets to report tHeatien Model precision Recall F-measure
results. We start with the development of a CRFebaystem. cRrg 75.30 78.10 76.87
We develop a number of CRF models depending upen thcrE+SRL 76.60 80.00 78.26
various features included into it. We have a trajnilata in the cRfE+SRL+WordNet 88.56 90.00 8927

form W, T, where,W is thei" pair along with its feature CRE+SRL+WordNet+Rules  93.00 96.00 94.47
vector andT; is its corresponding output label (i.&yentor

Othen. Models are built based on the training data tred

feature template. The procedure of training is sanwed VIl. CONCLUSION
below: In this paper, we have reported our work on evetraetion
1. Define the training corpus, C. under the TempEval -2010 evaluation exercise. dlhjti we
2. Extract the token output> relations from the training developed a CRF based supervised system for event
corpus. extraction. This CRF based systems suffer mostly in
3. Create a file of candidate features derived fréwa t identifying the deverbal nouns that denote the tven
training corpus. expressions. Thereafter, we came up with seveogdgsals in
4. Define a feature template. order to improve the system performance. We prapase

5. Compute the CRF weightg for everyfy using the CRF number of technigues based on SRL, WordNet and
toolkit with the training file and feature templaés handcrafted rules. Evaluation results yield thecigion, recall

input. and F-measure values of 93.00%, 96.00% and 94.47%,
6. Derive the best feature template depending upen thespectively. This is an improvement of approxiryate2
performance. percentage F-measure points over the best perfgrayistem
7. Select the best feature template obtained from &te  of TemEval-2010 evaluation challenge.
8. Retrain the CRF model Future works include the identification of more gse rules

for event identification and multiword events. Fetuvorks
also include experimentations with other machinariing
techniques like maximum entropy and support vectachine.

We use various subsets of the template as showigime 1
during our experiment. In the figurey, : Current <¢oken,
output> pair, W) : Previous nth pairw.n : Next nth pair,
ti.1. previous pair.
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