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Abstract—The tremendous development of location-based
services and mobile devices has led to an increase location
databases. Through the data mining process, valuabl
information can be discovered from such location dabases.
However, the malicious data miner or attackers maylso extract
private and sensitive information about the user, ad this can
create threats against the user location privacy. ferefore,
location privacy protection becomes a key factor téhe success in
privacy protection for the users of location-basedervices. In this
paper, we propose a novel approach as well as argafithm to
guarantee k-anonymity in a location database. Thelgorithm will
maintain the association rules that have significaze for the data
mining process. Moreover, there may appear new sidficant
association rules created after anonymization, theynaybe affect
the data mining result. Therefore, the algorithm aso considers
excluding new significant association rules that & created
during the run of the algorithm. Theoretical analyes and
experimental results with real-world datasets will confirm the
practical value of our newly proposed approach.

Index Terms—k-anonymity, location databases, data mining,
privacy protection.

|I. INTRODUCTION

ODAY, advances in location technologies and wirgle

communication technologies enable the widespre
development of location-based services (LBSs). Winging
services, the user may face with risks becauselatetion
information of the user can disclose some privatermation.
Therefore, we need to protect the location inforomabf the
user from attacking of malefactors.

The user’s location privacy should be protectedtvim
stages. In the first stage, the location privacpusth be
protected at the time of using services. One popukethod
used in this stage is to obfuscate the user’s dgaation with
respect to service providers in order to hide ther's location
information. These solutions focus on preventing tiser’s
location from an illegal observation at the timesefvice calls.
We also proposed some approaches to obfuscatestiés u
location in [2, 3, 11, 22-25]. In the second stabe,location
privacy of the user should be protected as the'susmration
information is stored in the database for data mgmiurposes.
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In this stage, the location information of the usel be
anonymized before these data are published to other
organizations or companies.

In this paper, we will focus on protecting the Uséwcation
at the second stage when the location data is dstioreéhe
database for data mining purposes. We assume tiext the
user uses services, he/she will provide his/her kbgation to
service servers and the service servers will shwefarmation
about the location of the user. Then, many orgdiozs,
companies or individuals may collect these locatiata.

Through the data mining process, some valuable
information can be obtained. However, these locatiata
maybe disclose some private information of the .ugar
example, the attacker queries the database andescesults,
but he also has some knowledge about the servitériks the
knowledge with the results to obtain some sensitive
information. Therefore, we should protect thesafion data
before they are collected by organizations, congsmror
individual. Fortunately, we have some techniquegitotect
user data before publishing these data as randtamiz&-
anonymity, etc. Among them, k-anonymity is an intpot

gdnethod for privacy de-identification. The motivatiriactor
Qehind the k-anonymity technique is that many tadtes in the

data can often be considered pseudo-identifiergtwban be
used in conjunction with public records in orderumiquely
identify the records [1, 5].

This paper will improve the approach which was issd
in [4] and will use this improved approach to anoige the
location database to achieve an effective k-anomgmersion.
This approach does not use two popular technigques
(generalization and suppression) because data after
anonymizing by these techniques may not be sigmifito the
data mining processes. The approach will use anigcb
which is calledMigrate Member techniqu& anonymize the
database [4]. The approach also considers thet rebudlata
mining process by maintaining association rulest thee
significant to the data mining process.

The rest of this paper is organized as followsSéttion I,
we briefly summarize related works. Section llirattuces
definitions and calculating methods of crucial esuor the
algorithm. Next, Section IV presents the propodgdriahm to
guarantee k-anonymity in location databases. Empsrial
results are shown in Section V. Finally, Section présents
concluding remarks as well as future works of qapraach.
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Il. RELATED WORK

A. k-anonymity

The notion of k-anonymity, proposed by Samaratj [F]an
approach to protect data from individual identifion. k-
anonymity is a property that models the protectibreleased
data against possible re-identification of the oegfents to
which the data refer. Intuitively, k-anonymity sstthat each
release of data must be such that every combinafimalues
of released attributes, which are also externalbilable and
therefore exploitable for linking, can be indistiganatched to
at least k respondents.

k-anonymous data mining has been recently introdius
an approach to ensuring privacy-preservation wieeasing
data mining results [7]. With this approach, théhau defined
the set of attributes whose values may be usedsitpps
together with external information, to re-identifiye user’s
data. These attributes are call®diasi-ldentifiers(Ql). For
example, even if data about the ZIP code, datertsf &nd sex
do not explicitly identify an individual, they mdye linked to
external information (for example: public votertdisto obtain
name, address. Intuitively, the greater the vafue the better
the protection of privacy. However, if value ofktoo great,
data quality for the data mining process is notdgdderefore,
how to keep the balance between data privacy atedciglity
is an important factor in privacy preserving inaatining. In
this paper, we propose an algorithm not only tongnuze the
location database but also to consider the re$déat mining
processes.

B. k-Anonymity Techniques, M3AR algorithm and problem

Today, we have some algorithms which guarantee
anonymity in a database. These algorithms usuallyane of
two techniques: Generalization or Suppressionhénrhethod
of generalization, attribute values are generaliped range in
order to reduce the granularity of representatid@].[ For
example, date of birth could be generalized torgeasuch as
year of birth, so as to reduce the risk of idecdifion. In the
method of suppression, the value of an attributaldccde
removed completely to guarantee k-anonymity. CleaHese
methods reduce the risk of identification with tree of public
records and also
applications on the transformed data. They onlceatrate on
guaranteeing k-anonymity for the database and toamtsider
data mining processes.

Normally, after data is collected, they will be baad by
data mining applications to enucleate some valtarimtion.
Therefore, if input data is not correct, the restitiata mining
applications may be invaluable. With these metho
transformed data is generalized and suppressedmiazh.
Consequently, the results, which are received aftéring,
may not bring some value information. Moreover, tniata
mining applications use association rule mininghasr main
technique to enucleate value information from thgut data.
Therefore, association rules, which are suppontethe data,
should be maintained. However, it is difficult tcaimtain all
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association rules because the number of associaties may

be big. Moreover, only association rules, which sigmificant

to the data mining process, may enucleate someevalu
information. Therefore, we should only maintain the
significant association rules to reduce the numbkrule
maintained and also to reduce the complexity ofkwor

In [4, 21], the authors proposed thdigrate Member
technique to anonymize the database to achieve a k-
anonymous version. The technique first groups tipbdé
original data into separate groups by the similairit quasi-
identifier values. Then, the groups, which haves l#gan k
tuples, will be transformed into the satisfied onbg
performing some Migrate Member operations. A sigtisf
group will have at least k tuples in it. The datbachieves a
k-anonymity version if all groups must be satisfigftier the
processing. The authors also proposed an algorialed
M3AR (Migrate Member Maintenance Association Rul&s)
concretize the approach.

With M3AR, we guarantee k-anonymity for the databas
while still maintaining the significant associatiorules.
However, it remains many unsatisfied groups, whtble
algorithm can not transform them into the satisteds, after
processing. Therefore, the algorithm may need rtiore and
pay the “cost” to anonymize these unsatisfied gsouphe
cause of this is that M3AR selects a random urfgatigiroup
for each process step and thus this group mayeagobd for
this step. As a result, this group can receive ntapées than
its need, thus we may have no tuples to anonymthero
groups. Moreover, M3AR did not also consider redgaiew
sg'gnificant association rules that are generatednduthe
rocess. Because these new significant associaties can
terfere in the input data of the data mining @sx; it can
make the result of the data mining process lessaié.

In next sections, we will propose some solutionsdive the
problems of the algorithm M3AR. We also proposeeavn
algorithm to anonymize the location database tdeaehan
effective k-anonymous version. Moreover, the aldoni also
reduces new significant association rules generdieihg the
run of the algorithm.

As discussed above, a database satisfies k-angnifraity
tuple in this database can be indistinctly matctoedt least k
respondents. Moreover, this approach also definesttaof
attributes whose values may disclose some sensitive
information. For the location database, we will sider theQl
will include a location attribute and a time attrib. For

DEFINITIONS AND VALUES

reduce the accuracy of data mining

d§imp|ification, we will only consider the locaticattribute in

this paper. The time attribute will leave as futwmarks. In this
section, we will give some definitions and calcel#ite values
that are used for the proposed algorithm.

A. Definitions

This section will give essential definitions thatlwe used
in the algorithm:
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Definition: A group is a set of tuples. Moreover, all tuples B. Values Calculation

in a group must have the sa@é values. A group satisfies k- with our algorithm, we will try to transform unssfied
anonymity if it has at least k tuples or has noldsipn it.  groups into satisfied ones. To do this, the alpariwill find
Otherwise, we call this group as an unsatisfiedigro the changes which will be performed to transfornesth
unsatisfied groups to satisfied groups. Moreovex,algorithm
also maintains significant association rules of tfsabase.
Thus, the algorithm should find the suitable chanigeorder
that when performing these changes, these signtfica
association rules will not be lost. In this sectiome will
calculate some values which will be used in thertigm to
find these changes.

Assume that we have a significant association Ai#eB

We will consider the following example. Ti@l attributes
are:Sex ZIP code, Salary andStatus We will have groups:
Group A includes tuplesi, 7, 10 and 13. GroupB includes
tuple: 2. Group C includes tuples3, 9. Group D includes
tuples:4, 8 and so on. If we assume thails equal to 4, group
A will satisfy 4-anonymity while grouB, C, D will be
unsatisfied groups.

TABLE 1: AN EXAMPLE TABLE that needs to be maintained. It means that the sstgmnd

No. ID Sex ZIP  Salary Status Data confidence values of this rule are greater thamstholds.

code When we perform the changes, they maybe alter sa@iues
1 ul Male 70000 2000 Married... of QI attributes of tuples supporting this sigrdifit association
2 u2 Male 10000 1500 Single ... rule. The result is that this tuple may no longepport the
3 ul Female 48000 1000 Married... association rule. Clearly, if we alter too more l&gp the
4 u5 Male 48000 2000 Married ... association ruleA—B may not be significant. Therefore, for
5 u7 Female 70000 1500 Single ... each significant association rule, we should caleulthe
6 u8 Female 10000 1000 Single .. maximal number of tuples which we can alter so it
7 u6 Male 70000 2000 Married... significant association rule is still significaMoreover, when
8 u4 Male 48000 2000 Married ... performing the changes, an insignificant assodiatide may
9 u5 Female 48000 1000 Married... become a significant one. As discussed above, lgaitam

10 u3 Male 70000 2000 Married...
11 u9 Male 25000 1500 Single ...
12 ull Male 54000 1500 Married...
13 ul0 Male 70000 2000 Married...

also guarantees that no new significant rule wéllgenerated
because the new significant rules may affect tisalltef the
data mining process. Therefore, we also calculdte t
maximum number of tuples which we can alter without
generating new significant association rules. Thgoradhm
will use these maximal numbers to calculate costeach
change. The cost of a change will be mentioned ént n
sections. From the costs, the algorithm will fink tbest
changes that will be used to transform an unsatisfiroup
into a satisfied one.

In following parts, we will calculate the maximalmber of
tuples which we can alter so that the associatide is still
significant: We have a significant association réleB, s is
the support value andis the confident value of this rule. We
have:s>=t s andc>=t_c. When we perform a change-b,
some tuples ira will be altered. These tuples may support the
association ruleA—B. Therefore, when they are altered, the
rule may be affected. We will consider the follogicases:

As discussed in the previous section, the algoritbitintry
to retain the association rules while guarantekiagonymity.
However, it is difficult to retain all associationles because
the number of the association rules may be veryNagmally,
the data mining process will consider associatidasr which
occur frequently in the database. Therefore, thgorahm
should try to retain these rules. We call theseesus
significant rules. In the algorithm, two thresholdsll be
provided to specify whether an association rulsigmificant
or not. We call them at s andt_c. An association rule is
significant if its support value is greater tharms and its
confidence value is also greater tharc. Conversely, the
association rule is insignificant.

Definition: A change between two groups-b, wherea
andb are groups, will change &l values of some tuples a
to the correlative values ib. For example, group has two We calln is the number of tuples which are anonymizgd,
tuples withQl is (x1, y1, t1)and groupb has three tuples with is the support value and is the confident value of the rule
Qlis (x2, y2, t2) the changa—b will form groupb which has after performing the change. The rule is signiftcainerefore,
five tuples. The additional tuples are from graugnd theirQl  we must have’>=t_s andc’>=t_c:
attributes are changed ¢x2, y2, t2)

Case 1: A will be changed:

o= numbefA - B)—-n

Definition: a change—nb is total if all tuples in group are 1)
transferred to group. Conversely, if several of them are numbe(A) - n
transferred, the change will be partial. . numbe(A — B)-n o

total
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wherenumbe(A— B) is the number of tuples which have both For insignificant association rulé—B, the algorithm must
A andB, number(A)is the number of tuples which only haveguarantee that this rule will not become a sigaificone when

A total is the number of tuples in the database. Besides,
also have:
o= numbe(A - B)

; 3)

otal

o= numbeKA - B) )
numbek A)

The maximal number of tuples, which can be alteisd,

J ©)

s*total* (c-t_c)
c*(@-t_c)

n= MIN(totaI* (S_ '[_S),\‘

Case 2: B will be changed:

Similarly, we have:

- numbefA - B)—-n

(6)
numbe(A)

- numbefA - B)—n )

total

Moreover, we also have:
o= numbefA - B) (®)

total
_ humbe(A - B) ©)

numbe(A)

The condition ares’>=t_s and c’>=t c. Therefore, we

have:
) w

Case 3: Both A andB will be changed: We notice that this
case is similar to the case 1. Therefore, we have:

)
)

s*total* (c-t_c)
c

n= MIN(tOta| X (S_ t_S)i\\

s*total* (c—-t_c)
c*(l-t_c)

n= MIN(totaI x (s—t_S),{

In short, when A is changed, we have:

s*total* (c-t_c)
c*(1-t_c)

n= MIN[totaI x(s—t_5s),

and when B is changed, we have:

s*total* (c—t_c)
c

n= MIN(totaIx (s—-t_s),
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performing any changes. When a tuple is alteresl viue of

its attributes may be changed to other values. & vedues
may beA or B. Therefore, the support value and confidence
value of the rule may be affected and this rule lsacome a
significant rule. In this part, we will calculatbet maximal
number of tuples which can be altered so thatuledoes not
become a significant onseandc are the support value and the
confident value of this rule before performing ttteange,s’
and ¢’ are the corresponding values after performing the
changen is the number of additional tuples. We will corsid
following cases:

Case 1: A will be added:

In this case, we always have:

o= numbe(A - B)

numbe(A) +n (11)

_ humbe(A - B)

numbe(A) (12)

wherenumber(A-B) is the number of tuples which have both
A andB, number(A)is the number of tuples which only have
A. Clearly,c’ is smaller thar. We also have:

<= numbefA - B) _g

13
total (13)

wheretotal is the number of tuples in the database. Thergfore
if only value A will be added, this rule can notcbene a
significant rule.

Case 2: B will be added: Similar to the case 1, the rule can
not be a significant rule.

Case 3: Both A andB will be added:

Similarly, we will have:

. numbefA - B)+n

(14)
numbefA) +n
o= numbefA - B)+n (15)
total
Moreover, we also have:
o= numbefA - B) (16)
total
o= numbefA - B) a7
numbe(A)

The condition ares’<=t_s and c'<=t _c. Therefore, we
have:
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s*total* (t_c-c)
c*@-t_c)

n= MIN[totalx (t_s—s),{
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Moreover, as discussed above, the algorithm shemdan a
priority degree for each unsatisfied group in ortbedetermine
which groups will be processed first. First of #fle algorithm
will try to transform unsatisfied groups which hahegher

In summary, when A and B are added, the maximugriority degree. Then, it will work with the lowemes. In the

number of tuples which we can alter without genegahew
significant association rules:

Clearly, the objectives of the proposed algorithra o
perform the changes to transform unsatisfied groums
satisfied ones, and to maintain the significantoeisdion
rules. Moreover, the algorithm should also redimertumber
of new significant association rules that are aeatvhile
running the algorithm. We call the maintaining siigant
association rules and reducing the number of ngwifgiant
association rules as proposed algorithm’s goalginQuthe
anonymization, a group can be in two statuses,iviace
tuples or distributing tuples. When we perform argiealb
between two groupa andb, we consider is the group that

s*total * (t_c-c)

n= M|N(total><(t_ S—S):{ c*(1-t_c)

IV. ALGORITHM

previous papers [4, 21], their algorithm chose therent
transformed unsatisfied group randomly. Thereftis, group
may receive all of tuples that are available fatritbutionand
we will not have enough tuples for other unsatisfigoups. As
a result, we may get more unsatisfied groups &fieshing the
algorithm.

For example, we have three unsatisfied groupst dirsup
has 1 tuple, the second group has three tupletheritiird one
has four tuples. We also have k = 5 and the nurobarmples,
which are available for distributing, is 3. If thiest one is
processed first, it will receive all of these tupknd when the
other groups are processed, we have no tuple fem.th
Therefore, we still have three unsatisfied groufterathe
processing. Conversely, if we process the thirdugrfirst, it
will receive one tuple to guarantee k-anonymitye #econd
one will be processed then and receives two tupieslly, we
have two satisfied groups and one unsatisfied grdupe
second result is better. In this algorithm, we wity to
transform many more unsatisfied groups into thisféad ones

distributes tuples and is the group that receives tuples.by assigning a priority degree for each unsatisgieaup. To

Furthermore, the algorithm should guarantee that ghals
will not be violated when the changes are performed

The algorithm will perform some changes to transf@ach
unsatisfied group into the satisfied one. Thus, &ach
unsatisfied group, the algorithm will choose a/sagneup(s),
which is the other unsatisfied group or the saisigroup, to
form the changes. However, the algorithm does hatose
these groups randomly; it will choose the best “patible”
groups so that when performing the changes betwiken
unsatisfied group and these “compatible” groupsy thave the
least effect on the algorithm’s goal. To do thie falgorithm
will calculate “cost” for each change. Then it withoose the
changes which have the least cost. While seekingettbest
“compatible” groups, the algorithm should concerhe t
following issues:

Consider two-way for the changes between two grolips
means the algorithm will consider the changesb and

assign the priority degree for unsatisfied groubps,algorithm
will base on criteria:

Criteria:

Prioritize unsatisfied groups in which the numbgtuples
is closer to k: because the algorithm will try &ceive
satisfied groups as many as possible, it will givierity
to the unsatisfied groups which are closer to gam
satisfied ones. Clearly, unsatisfied groups, whtble
number of its tuples is closer to k, will be trassfimed to
the satisfied ones more easily.

Prioritize unsatisfied groups which can not disitéh
tuples.

The algorithm will try to finish the anonymizatiaf current
unsatisfied group before working with next unsaisfgroups.
An unsatisfied group can be transformed into ssfatl one if

b—a and then choose the best one when considering tpae of two following cases can be performed withafigcting

changes between groapmndb.
For each unsatisfied group, the algorithm will cé@adhe

the goals: (i) all its tuples are distributed thetgroups; (ii) it
adds some tuples from other groups so that the aeuwibits

changes which have the least effect on the asgmtiattuples is greater than k. In the second casegiiéat number of

rules when performing it.

A group can receive or distribute tuples more tbae
time.

A group can receive tuples from different groups.
Prioritize the combination of two unsatisfied greuphen
we have some combinations that have same cost.

For unsatisfied groups, prioritize the receiptuglés from
satisfied groups and the distribution of tuplesatmther
unsatisfied groups.

ISSN 1870-9044 77

tuples can be added to current unsatisfied groughowi
affecting the goals, the group should only add ghduples. It
means that the number of group’s tuples after @%ing
should be equal to k. The remaining tuples will lbf for
other unsatisfied groups which are processed later.
Clearly, the greater the number of unsatisfied groups &s, th
more slowly the algorithm may run. Therefore, thgodathm
should first reduce the number of unsatisfied gsoup
Moreover, the number of significant associatioresuis also
affect the run of the algorithm because the alboritalways
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considers these rules during the transformationnsiatisfied
groups. In this paper, we also propose the grigdbaslution
to apply to the location attribute of the locatidatabase.
Normally, when mining the location data, data mgnin
applications usually try to find some valuable eslin an area
rather than at an exact location. Therefore, them idf this
solution is that the exact location values will &@onymized
into grid cells. With this solution, the algorithwill create a
grid which covers the space containing the locatioh the
users in the database. After that, the locationtb®fsers will
be anonymized into this grid’'s cell. We will considthe
following example: we have 11 location values whigh be
anonymized into a grid. The grid, which covers #pace
containing the locations of all users, is in thiéofeing figure
(Sis a starting point):

W
§ o=

h

cl

m =

c2

g
S

k!

i)

-

=k

=" "
LIS

Fig. 1. An example of grid based solution.

The valuedJ1 andU11 will be anonymized into celll, the
valuesU4, U5, U9will be anonymized into celi2 and so on.
Clearly, if we have two association rulas>U1 andA—U11,
they may become an association ridlecl. Thus, the number
of significant association rules, which need tontan, can be
reduced. Moreover, the number of unsatisfied grougg also
be reduced because the number of tuples in eacip gnay be
increased. As a result, the algorithm will run mquéckly.

The proposed algorithm can be described as thevfimly
pseudocode:

Name: k_anoymization()

8. Run find _best can_group() function to
find a best change to transform proUS.
A candi date group can and a set of

tupl es Wcontaining tuples, which can

be anonym zed wi thout affecting the

goals, will be returned by this
function.
9. Exclude can fromUS or S
if (can == null){
10. cannot Process = cannot Process U proUS
11. G ve back all tuples, which are
anonym zed during the transformation of
the current unsatisfied group, to their
original groups.
12. Unmark all exam ned groups in S and US
13. br eak;
} Else {
14. Perform t he change.
15. Updat e the support and confidence
val ues of each rule in R
16. Mark can as be examni ned
17.if(can is satisfied group) S =S U can
18.Else US = US U can
19.S = S U proUs
20. Unmark all exam ned groups in S and US
}
i f (cannotProcess is not enpty) {
21.final _process() }

The algorithm will try to transform each unsatidfigroup
into a satisfied one. For each unsatisfied groke,aigorithm
will try to finish the transformation for it beforsorking with
next unsatisfied groups. After the processingh# algorithm
can not transform this unsatisfied group into &8atl one, all
tuples, which are anonymized during the processihghis
unsatisfied group, will be given back to their dama groups
and this unsatisfied group will be added to the set
cannotProcessThe algorithm will try to solve this set at the
final step.

During the transformation of an unsatisfied grqupUs
the algorithm will try to find changes which wilpply to this
unsatisfied group to transform this group into fisfiad one.
Each change will have its cost which reflects tfiece of this

Input: SetR includes the significant association rules whictghange on the goals. The cost for each change hel

need to maintairk, original tableT, QI, the grid cell size.
Output: anonymous version tablé
Method:

1. Create a grid and anonym ze all
| ocation values into this grid.

2. Construct a set S which contains
satisfied groups and a set US which
contai ns unsati sfied groups.

3. Sort the set US by above criteria.

4. Cal cul ate the nunber of tuples which
can be noved for each rule in R

5. a set cannotProcess=0, it contains
groups that can not be transforned into
a satisfied one.

Wiile (US is not enpty)

6. Sel ect an unstaisfied group proUS from
US by its priority degree

7. US = US\ proUS

VWile (proUS is unsatisfied group) {
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calculated in thdind_best_can_group(unction. From the
costs of these changes, this function will alsal fthe best
changes for current unsatisfied group. A candidataip can
and a set of tupledV containing tuples, which can be
anonymized without affecting the goals, will beuraed by
this function. The seW will contain tuples fromcan if we
have the changean->proUS OtherwiseW will contain tuples
from proUS After receiving results from the
find_best_can_group(junction, the algorithm will perform
the change, which is in accord with the results, dorrent
unsatisfied group. After performing each change,thé
unsatisfied group is not still satisfied, the altgon will try to
find additional changes to transform this unsaigroup into
the satisfied one. If the algorithm can not find/ auditional
changes to transform the group without affectirggbals, this
group will be moved to the seannotProcess
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Moreover, as discussed above, in the case we bavadre
tuples can be added to an unsatisfied group teftsam it into
the satisfied one, this unsatisfied group should edough
tuples to guarantee k-anonymity. The remains detuwill be
reserved for other unsatisfied groups. Thereforeerwthe
algorithm performs a change for current unsatisfigdup
proUs following cases will be considered:

number of tuples in proU33§ smaller thark, all tuples in
W will be anonymized int@proUS Otherwise, the number
of tuples inW, which will be anonymized intproUs is (k
— number of tuples in proUs)

(the number of tuples in W + the number of tuptesan)
is greater thak, the number of tuples M/, which will be
anonymized intacan, is (k — number of can)Otherwise,
all tuples inW will be anonymized intean

Clearly, the most important function in the alglmit is

find_best_can_group(which will try to find the best changes

to transform current unsatisfied group into thés§at one. In
this function, we will provide 2 thresholdss andt c. As
discussed above, the algorithm will maintain thgniicant
association rules which their support values aeatgr than
t s and their confident value are also greater thaa
Moreover, the algorithm will
significant association rules, which their suppesiues are

proUSreceives tuples: ifthe number of tuples in W + the —

proUSdistributes tuples: ifanis an unsatisfied group and
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With this function, it will calculate cost for eadhnange at
first step. Moreover, as mentioned above, we alveaysider
two-way for the changes between two groups, tHuseihave
two groupsproUS andtemp the algorithm will consider two
changesproUS->tempand temp->proUS The cost, which is
calculated, will base on following criteria (Noti¢tkat upper
criterion has higher priority):

The number of significant association rules whidh e
insignificant after performing the change.

The number of significant association which will be
generated after performing this change.

Danger degree of significant rules after performthg
change: for example, a significant rules kapport=0.7
and confidence=0.6 Assume that after performing the
change number 1, this rule will haseipport=0.64and
confidence=0.53and after performing the change number
2, the corresponding values will ipport=0.67 and
confidence=0.59 The change number 2 will be better
because it make the rule less dangerous.

The number of tuples in the sét the algorithm prefers

setW which has greater number of its tuples because the

more the number of tuples in the ¥étthe more satisfied
an unsatisfied group.

Intuitively, we will choose the change that has hwest

not generate additibnacost. Moreover, the function should return the\Wetontaining

the tuples which can be anonymized. As discussedeqhf

greater thart_s and their confident value are also greater thathe algorithm chooses the changeoUS ->temp W will

t ¢, during the running of it. This function will beesicribed as
the below pseudo code:

Name: find_best_can_group()
Input: unsatisfied grouproU§S threshold_s threshold_c

Output: a groupcanand a se¥V contains tuples that can be

moved, the direction of the changprqUS->can or can-
>prous)
Method:
A group can nul |
For each group temp fromUS U S
(excl ude proUS and examni ned groups) {
Cal cul ate the cost for the changes
proUS-> tenp and tenp-> proUS
CGenerate set Wcontainning tuples,
which will not affect the goals when
anonym zi ng t hem

1.

If (exist the changes that do not

vi ol ate the goal s when perfornmm ng

t hem

Choose a best change so that: (i) when
performing it, the goals are not
violated and (ii) it has the | owest
cost. The change will include a group
tenp, a set Wand a direction which
det ermi nes proUS->tenp or tenp->proUS
Assign can = tenp.

}

Return can and W
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contain some tuples fromroUS Otherwise, it will contain
tuples fromtemp

After anonymization, there are some unsatisfiedugso
which the algorithm can not find the changes togfarm
these unsatisfied groups into satisfied ones. Thesaps will
be added to the seannotProcessWe also notice that before
an unsatisfied group will be added to thecsatnotProcessall
tuples, which are anonymized during the processihghis
unsatisfied group, will be back to their originalogps. It
means that all groups will return the statuses whiey had
before transforming current unsatisfied group.Ha tase the
set cannotProcesss not empty, the algorithm will run some
additional steps to transform groups in this séb isatisfied
ones, these addition steps are infthal_process(function:

At the first step, the algorithm will try to tramsm
unsatisfied groups, which are in the sannotProcess
into the better groups that are more satisfied ttren
original group. It also means that the number pfdsi in
each better group will be closerkar 0. To do this step,
the algorithm will choose the best changes, whighnet
affect the goals when performming them, to tramsftiie
unsatisfied group into a better
find_best_can_group(fan be used to find these best
changes in this step.

At the second step, the algorithm will try to trimmm
these better unsatisfied groups into the satisfieels. At
this step, the goals may be violated.
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In order to transform the better unsatisfied grougs the
satisfied ones. The algorithm will find changestthave the
least effect on the goals. After that, it will parh these
changes to transform the better unsatisfied graofis the
satisfied ones.

In contrast with the previous steps, the goals lvélviolated
if changes, which are found in the second steppartrmed.
It means that some significant association ruley tma no
longer significant and/or new significant assooiatiules may
be generated after these changes are performeslisTtuost”
which we must pay to guarantee k-anonymity fordhtabase
because with these unsatisfied groups, the algorithn not
find any changes to transform them without effectiee goals.

V. EVALUATIONS

In this section, we show the evaluation we condiidte
order to evaluate the effectiveness of our algorithWe will
verify the proposed algorithm with three other aitjons:
M3AR [4], KACA [20], OKA [19] in both criteria: the
percentage of lost significant association ruled ahe
percentage of new significant association rulest thee
generated during the run of algorithms. Intuitiveélye smaller
two values, the more effective the algorithm. Wi tteem as
p_sandp_n

-

(19)

p_s= )

—
-

wherel_r is the number of significant association ruleg tre %

lost during the run of the algorithm andr is the total of
significant association rules.
n_r

t_r

p_n= (20)

wheren_r is the number of significant association rules tha

are generated during the run of the algorithm andis the
total of significant association rules.

The real database, which is used for the evaluatidhbe
extracted from Geolife project [16, 17], which @llected in
(Microsoft Research Asia) GeolLife project by 16®nssin a
period of over two years (from April 2007 to AuguX209)
and Adult database from the UC Irvine Machine Léayn
Repository [18]. This database will include 3482¢ards.
The QI will include status, age, sex and location atteb@The
grid cell size, which is used to anonymize the fmra
attributes, is 500m*500m. For each valugofve will execute
each algorithm in five times; the achieved resulhie average
of five tests. The following figures show the rdsaf the
evaluation.

These results show that with our proposed algorittire
percentage of significant association rules, whare lost
during the run of the algorithm, is minimal. Simiia the
percentage of new significant association rulesjclvhis
generated during the processing, is also mininhalsb means
that our algorithm will generate an effective k-apmous
version of the database. The reason of these sasuhat our
algorithm tries to transform the unsatisfied growgth the
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changes that will cause least effect on the gd#lsrefore, the
result of data mining process may be more effective

The percentage of lost significant association rules
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Fig. 2. The evaluation results.

VI.

In this paper, we proposed an algorithm that anargsithe
location database to an effective k-anonymous eersihe
algorithm solves some problems in the M3AR algaonitthat
was proposed before to guarantee k-anonymity foreigd
databases. With the algorithm, the number of dicpnift
association rules, that are lost during the anomgtiun, is
reduced. Thus, the results generated by the datangni
process, which input data is the k-anonymous varsiothe
database, are more valuable.

CONCLUSION AND FUTURE WORKS

The paper also proposed the solution to reduce the

significant association rules which are generatadnd the
anonymization. Clearly, if new significant assoidatrules are
generated, they may interfere negatively in thaltef the
data mining process. With the newly proposed allgor; the
number of new significant association rules, which
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generated spuriously, is also reduced and henceethdt of
the data mining process is more effective.

In this paper, we applied the grid based solutmmeduce
the number of significant association rules and a¢sluce the
number of unsatisfied groups. Thus, the algoritlsmmiore
efficient. In the future, we will focus on invesiigng
additional solutions to improve the performance tbke
algorithm. On the other side, we should assign iaripr
degree for each unsatisfied group to determine twhioup
will be processed first. The priority degree wik Ibased on
some criteria that are mentioned above. We canawepthese
criteria so that the algorithm can return a moreative k-
anonymous version of the database. Moreover, ttetitm of
the user is usually accompanied with a time valueerefore,
the algorithm should also consider the time valueenv
anonymizing the location database.

ACKNOWLEDGMENTS

This work was supported
(www.dstar.edu.vn). We appreciate the helpful suigpfsom
all members of D-STAR Lab (www.dstar.edu.vn) durthgs
research

REFERENCES

Sergio, M., Claudio, B., Wang, S.X. and Sushil, Kkanonymity in
Databases with Time Stamped Data. In® I®ternational Symposium
on Temporal Representation and Reasoning, pp. 186-1{EEE Press,
Budapest, Hungary (2006).

Truong, T.A., Truong, Q.C. and Dang, T.K.: An AdaptGrid-based
Approach to Location Privacy Preservation. Ii? Asian Conference
on Intelligent Information and Database Systems, [B3--144,
Springer Verlag, Vietnam (2010)

Truong, Q.C., Truong, T.A. and Dang, T.K.. The Meinog
Algorithm: Protecting User Privacy in Location-Bds8ervices using
Historical Services Information. In: Internationdburnal of Mobile
Computing and Multimedia Comm., 2(4), pp. 65--8&I-Global
(2010)

Dang, T.K, Kueng, J., Huynh, V.Q.PProtecting User Privacy while
Discovering and Maintaining Association Rules. 14" IFIP
International Conference on New Technologies, Mtybdnd Security,
IEEE Computer Society, Paris, France (2011)

Ciriani, V., De Capitani di Vimercati, S., Fores$i, and Samarati, P.: k-
Anonymous Data Mining: A Survey. In: Michael, Gys8il, J. (eds.),
Handbook of Database Security— Applications anchdse pp. 105--
136, Springer Science, LLC (2008)

Sweeney, L.: Achieving k-anonymity Privacy Protenti using
Generalization and Suppression. In: Internationaurdal of
Uncertainty, Fuzziness and Knowledge-based Syste@{s), pp. 571--
588, World Scientific (2002)

Samarati, P. and Sweeney, L.: Protecting PrivacyeMVBisclosing
Information: k-anonymity and its Enforcement thrbu@eneralization
and Suppression. Technical Report SRI-CSL-98-04n@der Science
Laboratory, SRI International (1998)

Gedik, B. and Ling, L.: Protecting Location Privagjth Personalized
k-Anonymity: Architecture and Algorithms. In: IEEEans. on Mobile
Computing, 7(1), pp. 1--18 (2008)

(1]

(2]

(3]

(4]

(3]

(6]

(7

8]

ISSN 1870-9044

81

[9]

[10]

[11]

[12]

[13]

[14]

[15]

in part by D-STAR Lab

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

Anonymizing but Deteriorating Location Databases

Gruteser, M. and Grunwald, D.: Anonymous Usage afdtion-Based
Services through Spatial and Temporal Cloaking. |ACM
International Conference Mobile Systems, Applicasioand Services,
pp 31--42, ACM New York, USA (2003)

Bettini, C., Mascetti, S. and Wang, X.S.: PrivaaptBction through
Anonymity in Location-based Services. In: Michaé,, Sushil, J.
(eds.), Handbook of Database Security — Applicatiand Trends, pp.
509--530, Springer Science, LLC (2008)

To, Q.C., Dang, T.K., Kueng, J.: A Hilbert-basedamework for
Preserving Privacy in Location-based Services. . Iftburnal of
Intelligent Information and Database Systems [IS)), Inderscience
Publisher, ISSN 1751-5858 (2012) @ppea)

Cuellar, J.R.: Location Information Privacy. In: Erikaya (Ed.),
Geographic Location in the Internet, pp. 179--2BRjwer Academic
Publishers (2002)

Gidofalvi, G., Huang, X. and Pedersen, T.B: Priv&gserving Data
Mining on Moving Object Trajectories. In"@nternational Conference
on Mobile Data Management, pp. 60--68, Mannheimnt@eay (2007)
Bettini, C., Wang, X. and Jajodia, S.: Protectingvéty against
Location-based Personal Identification. I LDB Workshop on
Secure Data Management, pp. 185--199, Trondheimy&jo(2005)
Ardagna, C.A., Cremonini, M., Vimercati, S.D.C. aSdmarati, P.:
Privacy-enhanced Location-based Access Control. Michael, G.,
Sushil, J. (eds.), Handbook of Database Securifypplications and
Trends, pp. 531--552, Springer Science, LLC (2008)

Zheng, Y., Li, Q., Chen, Y. and Xie, X.: UnderstargiMobility Based
on GPS Data. In: ACM conference on Ubiquitous Cotimgy pp. 312--
321, ACM Press, Seoul, Korea (2008)

Zheng, Y., Zhang, L., Xie, X. and Ma, W.Y.: Minintteresting
Locations and Travel Sequences from GPS Trajestoritn:
International conference on World Wild Web, pp. #800, ACM
Press, Madrid, Spain (2009)

Newman, D.J., Hettich, S., Blake, C.L. and Merz].QJCI Repository
of Machine Learning Databases, availablevatw.ics.uci.edu/mlearn/
MLRepository.htmlUniversity of California, Irvine (1998)

Jun, L.L. and Meng, C.W.: An Efficient Clusteringefiod for k-
anonymization. In: the 2008 International Workshap Privacy and
Anonymity in Information Society, pp. 46--50, ACMeM York,
Nantes, France (2008)

Li, J., Wong, R.C.W., Fu, A.W.C and Pei, J.: Achiey k-Anonymity
by Clustering in Attribute Hierarchical Structureln: Tjoa, A.M.,
Trujillo, J. (eds.) Data Warehousing and Knowledjscovery, LNCS
4081, pp. 405--416, Springer Verlag, Heidelberdd@0

Huynh, V.Q.P. and Dang, T.K.: éMAn Efficient Member Migration
Algorithm for Ensuring k-Anonymity and Mitigatingnformation Loss.
In: 7" VLDB Workshop on Secure Data Management, pp. 26--4
Springer Verlag, Singapore (2010)

To, Q.C., Dang, T.K., Kueng, J.: OST-tree: An Axédethod for
Obfuscating Spatio-Temporal Data in Location BaSedvices. In: %
IFIP International Conference on New Technologigbility and
Security, IEEE Computer Society, Paris, France 201

To, Q.C., Dang, T.K., Kueng, J.®BTree: An Efficient B+-Tree Based
Index Structure for Geographic-aware Obfuscation. 89 Asian
Conference on Intelligent Information and Datab&gestems, LNAI
6591, pp. 109--118, Springer Verlag, Korea (2011)

To, Q.C., Dang, T.K., Kueng, J.: A Hilbert-basedarework for
Preserving Privacy in Location-based Serviceslnternational Journal
of Intelligent Information and Database Systemdeiscience Publisher
(2013, to appear)

Le, T.B.T, Dang, T.K.. Semantic Bob-Tree: A New Qdtation
Technique for Location Privacy Protection. In: ™ 0nternational
Conference on Advances in Mobile Computing & Mukiie, ACM,
Bali, Indonesia (2012)

Polibits (46) 2012



