
 

AbstractThe performance of image transmission can be 

affected by noises. These can be produced by natural conditions or 

attacks induced by third parties. The main inconvenience of noise 

in images is the loss of visual quality. The higher the percentage of 

noise in the image, the lower the clarity of information obtained. 

For this reason, in this paper, occlusion noise is simulated in real-

time during the download of an image. The simulation includes the 

malicious interference of a third agent with the data transfer 

between two mobile devices. In this way, the receiver realizes the 

damage only after the image reproduction is complete. The 

purpose is to demonstrate the effects of this type of noise and the 

difficulties in understanding damaged information. Additionally, 

the present work shows the utility of mitigation in occlusion 

attacks, despite sometimes not being completely avoided. The 

proposed solution involves a permutation that spreads the noise 

across all rows. Consequently, each row has both initial values and 

damaged pixels. 

Index TermsOcclusion attack, noise, image encryption, 

permutation. 

I. INTRODUCTION 

Noise in images is a frequent feature in image transmission 

due to natural communication conditions [1-3]. It can also be 

produced as part of a cyber-attack [4-6]. Consequently, the 

inconvenience for human vision lies in the difficulty of 

recognizing a damaged image caused by the noise. For this 

reason, various noises have been examined [7-9]. One such 

noise is the occlusion noise attack, which involves replacing the 

original pixels from an image with other values. Due to the 

vulnerability of information during sending and receiving 

processes, it is essential to address these attacks. They often 

cannot be avoided because their execution depends on third 

parties. 

In that sense, different proposals have emerged to keep 

information secure [10-12]. In summary, occlusion noise 

exposes information integrity, particularly in channels with 

vulnerability problems. An occlusion attack can occur when 

hackers are unable to cut off a communication channel. 

Therefore, a possible option is to obstruct it with noise for a few 

seconds. The result is the loss of a certain number of pixels 

within the image. All these changes occur during the time in 

which the interference is present. This damaged area is called 

noise and generates values in the pixels that are different from 

the original ones. 

For this reason, the present work demonstrates a 

computational simulation of the occlusion noise attack. It 
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occurs in real-time while the sender and receiver establish 

communication through two different mobile devices. We 

explore the scenario when the receiver downloads an image 

from the sender’s server, and then the occlusion noise is 

executed by a third party (attacker). However, the mobile 

device does not perceive the noise interference during the 

download. It is only realized by the user once the image has 

been completely displayed on the screen. To mitigate the 

damage caused by the attack, a pixel permutation is proposed. 

The main goals of this paper are to show the damage in images 

caused by occlusion noise and how it can be mitigated with a 

uniform permutation. 

The paper is divided as follows. It begins with Section 2, 

which illustrates the theoretical bases for the development of 

the application. In this case, it discusses the permutation applied 

to the arrangement of image pixels. Also, the tools for 

measuring uniformity in the permutation are included. Section 

3 contains the simulation development, while Section 4 presents 

the obtained results. Finally, Section 5 includes the conclusions. 

II. KNOWLEDGE BASES OF THE PROPOSAL 

In this section, we briefly describe each lexical resource, and 

show the type of information that the semantic parser extracts 

from these knowledge bases. 

A.  Linear Congruential Generator Algorithm 

The Random number generation was made through the 

modular linear congruence method with a variable time seed. A 

linear congruence is a linear equation in Zm. 

Congruence of the form: 

𝑎𝑥 ≡  𝑏(𝑚𝑜𝑑𝑚), (1) 

where m is a positive integer, a and b are integers, and x is an 

integer variable, is called linear congruence or linear 

congruence equation. 

Solving this equation consists of finding all the integers x that 

satisfy the equivalent Diophantine equation: 

𝑎𝑥 +  𝑚𝑦 =  𝑏 . (2) 

In the case of 𝑍𝑚, the equation will have a solution if and only 

if 𝑔𝑐𝑓(𝑎, 𝑚)|𝑏, and in this case it will have exactly 𝑑 =
𝑔𝑐𝑓(𝑎, 𝑚) different solutions in 𝑍𝑚 of the shape: 

𝑥 =  𝑥0 +  (𝑚 −  𝑦)/𝑑, 𝑡 =  0, 1, 2, 3, . . . , 𝑑 –  1 , (3) 

where 𝑥0 is a particular solution of the Diophantine equation 

𝑎𝑥 +  𝑚𝑦 =  𝑏. 
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The method of modular linear congruences consists of the 

following equation: 

𝑍𝑛  =  (𝑎𝑍𝑛−1 +  𝐶)𝑚𝑜𝑑𝑚 , (4) 

where 𝑎, 𝑐, 𝑚, 𝑍0 are known positive integers, n ∈ N and 𝑍0 is 

the seed that the method uses. 

This sequence generates a set of pseudo-random numbers 

that has a complete period if the following conditions are met: 

1. The Greatest Common Factor of (𝑚, 𝑎) is 

equal to 1. 

2. If 𝑝 is a prime such that 𝑝/𝑚 then 𝑝/(𝑎 −  1). 

3. If 4/𝑚 then 4/(𝑎 −  1). 

B. Permutation 

The pixel permutation procedure consists of multiplying the 

image width by the length of the image. Therefore, the number 

of elements to be scrambled corresponds to the total number of 

pixels in the image. The goal is to vary the position of the pixels. 

Given a positive integer n, the following set is defined in 

Equation (5): 

𝑍_𝑛 =  {𝑚 ∈  𝑁 | 0 ≤  𝑚 ≤  𝑛!  −  1} . (5) 

Any element of 𝑍𝑚 can be expressed according to Equation (6). 

That is, expressed on a factorial basis: 

𝑚 =  𝐴0(𝑛 −  1)!  +  𝐴1(𝑛 −  2)! + . . . 𝐴𝑛 − 2(1)!  
+  𝐴𝑛−1(0)! . 

(6) 

On the other hand, according to the division algorithm, the 

A_i are unique. Moreover, A_n-1 = 0. Thus, the values Ai 

satisfy Equation (7): 

0 ≤  𝐴_𝑖  <  (𝑛 −  𝑖) 𝑤𝑖𝑡ℎ 0 ≤  𝑖 ≤  (𝑛 −  2). (6) 

In this paper, the set to scramble is {0, 1, ··· , 𝑛 −  1}. 

Furthermore, it is shown that the algorithm defines a 

bijective function [13].  

The latter is highlighted because it is convenient that there 

are two different permutations for two positive integers 

𝑚1, 𝑚2 ∈  𝑍𝑛. This allows us to build dynamic permutations 

and boxes for a cryptosystem. 

C. Goodness-of-Fit Test 

This tool is a statistical hypothesis test, where the 

null and alternative hypotheses are as follows: 

 Null hypothesis. The string of bits is random. 

 Alternative hypothesis. The string of bits is not random. 

In addition, it is necessary to define a statistic and a level of 

significance, which in this investigation is 𝛼 =  0.01 [14], that 

determines a region of acceptance or rejection and, 

subsequently, the decision rule. 

The statistic is shown in Equation (8), which has a 𝜒2 

distribution with 𝑛 − 1 degrees of freedom. Regarding the 

variables involved in Equation (7), it is noted that 𝑜𝑖 , 𝑒𝑥𝑝 

correspond to the observed and expected values. Furthermore, 

considering that each primary color is described with 256 levels 

(a byte), we conclude that the degrees of freedom are 𝑛 −  1 =
 255. With this argument, and in accordance with the central 

limit theorem, in this paper we assume that the variable 𝜒2 

approximates a normal distribution 𝑁(µ, 𝜎); where µ =  255 

and 𝜎 =  22.58 [15]: 

𝑥2 = ∑
(𝑜𝑖 − 𝑒𝑥𝑝)2

𝑒𝑥𝑝

𝑘

𝑖

 . 
(8) 

On the other hand, according to the significance level value 

defined above, it follows that when 𝜒2 <  308, the null 

hypothesis is accepted. On the contrary, it is rejected if 

𝜒2 ≥  308. 

III. SIMULATION OPERATION 

We proceed to detail the procedures that the sender and the 

receiver must follow in the process of exchanging information 

through the application, along with a exposition of the nature of 

the noise that may affect such transmission. 

A. Permutation Application 

First, an image has to be selected to permute. The simulation 

application allows taking a photo from the camera device. 

Afterward, the selected photo will appear in the background, 

ready to be swapped. The procedure for permuting the image 

pixels considers preloading a permuted sequence of numbers. 

The user has two options: using the home screen background 

image from the camera or an image previously captured by 

themselves. The permutation algorithm works once the button 

“Permute” is pushed. Subsequently, the permuted image will 

appear on the mobile device screen. For the image-sending 

process, the user shares by means of selecting the receiver to 

whom they want to send the image. A representation of this 

stage is indicated in Fig. 1. 

B. Noise Application 

This application is considered a complement to the Android 

operating system. It contains information about whether an 

image download is in progress and, if so, provides a real-time 

graphical representation of the downloaded percentage. 

Additionally, the application offers the ability to activate a 

button that simulates interference in the communication path 

between the sender and the recipient. 

 

Fig. 1. Main screen of mobile application (a) Original image, (b) Permuted 

image 
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This simulation is reflected in the mentioned graph, where 

the value will be equal to 1 if interference is active and 0 if it is 

not. In this situation, the x-axis represents the download 

percentage. At the beginning of the axis, 0% download is 

indicated, signifying that no download process is ongoing. At 

the point of intersection with the y-axis, 50% download is 

represented, while at the end of the axis, 100% download is 

indicated, signifying the download is complete. 

On the other hand, the y-axis is used to determine the 

presence of interference. If the graph shows a value of 0 on the 

x-axis, it means there is no interference present, implying no 

damage occurs. However, if the graph is not in this position, it 

indicates the presence of interference in communication.  

The mobile application can monitor the interference state and 

consider this in the download process. When this condition 

occurs, the application suspends communication with the server 

to acquire rows of the image and instead proceeds to fill those 

rows with a green color. This action is known as damage. 

Consequently, it involves the loss and subsequent replacement 

of the pixels that were supposed to be downloaded during the 

interference period. The percentage of damage caused to the 

image is also perceptible through this application. The user can 

observe the duration of the interference, expressed as a 

percentage, and determine to what extent the image was 

affected, even before the download is complete. The interface 

is shown in Fig. 2. 

C. Noise Interference during Download 

In this stage, the receiver to whom the image was sent. From 

there, the user will select the image they wish to download using 

the corresponding user credentials. After choosing the image to 

download, a screen will display a message stating 

“Downloading...”; at the bottom, a progress bar will reflect the 

download’s progress percentage. Meanwhile, when the receiver 

begins the image download, in the desktop program’s interface, 

the third user can observe the image download progress. In this 

graphic, the left half represents the bottom half of the image, 

while the right half corresponds to the upper half of the image.  

The “Start Noise” introduces interference during the image 

download. While the “Stop Noise” button interrupts the image’s 

damage. Once the download is complete, the graph will 

resemble the resultant image. An illustrative representation is 

presented in Fig. 3. 

IV. RESULTS 

The following simulation demonstrates the step-by-step 

evolution of an image from its original state to the final 

permuted version.  This article segment provides a 

comprehensive look at the stages involved in image 

permutation, presenting a trio of visual representations: Colores 

del océano in Fig. 4, Princesa in Fig. 5, and Bosque escondido 

in Fig. 6.  

These pictures explore the image permutation capabilities of 

this simulator. 

In Table 1, the random distribution of pixels is tested for the 

permutation algorithm proposed. Since the linear congruential 

generator is applied, the seed is included. The results indicate 

that all images have a random pixel distribution. 

V. CONCLUSIONS 

In this paper, a real-time simulation of occlusion noise is 

presented. The attack occurs while an image is being 

 

Fig. 2. Noise application interface 

 

Fig. 3. Download in mobile application (a) Downloading progress,  

(b) Damaged image 

 

 

Fig. 4. Colores del océano simulation results (a) Original image,  

(b) Permuted image with occlusion noise at 10%, (c) Image after mitigation 
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downloaded by a third party. Under these circumstances, we 

examine the damage to it.  

Additionally, a permutation is proposed to mitigate the 

effects and spread out the noise. Consequently, the image 

information is recognizable even at a 60% loss of information.  

On the other hand, this kind of intrusion does not aim to 

obtain information but replaces the original data with noise. In 

this sense, the mitigation can work when communication cannot 

wait to be transferred and is interrupted by an attack.  

Finally, since the information is received with noise, an 

image filter should be included to improve the visual quality. 
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Fig. 5. Princesa simulation results (a) Original image, (b) Permuted image 

with occlusion noise at 35%, (c) Image after mitigation 

 

Fig. 6. Bosque escondido simulation results (a) Original image, (b) Permuted 

image with occlusion noise at 60%, (c) Image after mitigation 

TABLE I 
PIXELS RANDOM DISTRIBUTION TEST 

Image Width Height Seed 𝝌𝟐 Statistic Accepted 

Colores 560 1000 2132545692 1025.71 1073.65 A 

Princesa 748 1000 1280689831 1048.79 1073.65 A 

Bosque 1000 750 2079249579 765.5 813.784 A 
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